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Abstract

Time-dependent molecular properties are important for the experimental charac-

terization of molecular materials. We show how these properties can be calculated,
for optical and x-ray frequencies, using novel quantum chemical methods. For x-
ray absorption there are important relativistic effects appearing, due to the high
velocity electrons near the atomic nuclei. These effects are treated rigorously
within the four-component static exchange approximation. We also show how
electron correlation can be taken into account in the calculation of x-ray absorp-
tion spectra, in time-dependent density functional theory based on the complex
polarization propagator approach. The methods developed have been applied to
systems of experimental interest—molecules in the gas phase and adsorbed on
metal surfaces. The effects of molecular vibrations have been take into account
both within and beyond the harmonic approximation.
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Popularvetenskaplig
sammanfattning

Genom att se hur ett material absorberar och bryter ljus kan man fa information

om molekylerna i materialet. Man kan till exempel undersoka vilka grunddmnen
som ingar, och hur atomerna binder kemiskt till varandra. Sérskilt noggrann infor-
mation far man om man méter hur materialet absorberar ljus vid olika frekvenser,
dess absorptionspektrum. Fér att kunna utnyttja informationen i ett sadant spek-
trum behovs en teoretisk modell for vad som hénder i molekylerna néar de ab-
sorberar ljus. I den har avhandligen har vi anvant noggranna kvantmekaniska
berékningar for att ta fram absorptionsspektra for synligt ljus och for rontgen-
stralning. Kvantmekaniska berdkningar behovs eftersom elektronerna i en molekyl
uppfor sig som vagor, de ror sig enligt kvantmekanikens lagar. Rontgenabsorption
ar sarskilt intressant nar det galler att bestdmma den kemiska strukturen hos en
molekyl, eftersom rontgenstralarnas korta vaglangder gor att de absorberas pa
karaktaristiska platser i moleylen. Genom att jamfora teori och experiment kan
vi hjélpa experimentalister att tolka sina resultat. Rontgenabsorption ar ocksa in-
tressant ur en rent teoretisk synvinkel eftersom man dar maste ta hansyn till de
starka relativistiska effekter som uppstar nér elektroner ror sig med hastigeter néra
ljusets. Einsteins relativitetsteori &r nagot som man ofta forknippar med fenomen
pa kosmiska skalor, men vi har visat pa betydelsen av en relativistiskt korrekt
kvantmekanisk beskrivning av réntgenabsorption. Vi har ocksa visat hur en och
samma berdkningsmetod, den sa kallade komplexa polarisationspropagatorn, kan
anvandas for att berdikna en lang rad tidsberoende molekyléra egenskaper. Genom
att anvdnda denna metod for absorption vid synliga frekvenser och vid rontgen-
frekvenser kan vi med hog nogrannhet berdkna molekylira egenskaper som &r
relevanta for moderna tillimpningar sasom molekylér elektronik.
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Chapter 1

Introduction

In the year 2003 light from the sun-like star HD 209458—a star which we find in
the Pegasus constellation—reached telescopes on earth. On its way, the light had
passed through the atmosphere of a planet orbiting this star, and then travelled
for 150 years before it was observed by the Hubble Space Telescope. Despite its
long journey, the light still contained evidence of the atomic composition of the
atmosphere on that distant planet. By comparing the spectrum of the starlight
with models of atmospheric molecules, it was possible to conclude that the remote
planet, at 150 light years distance, had an atmosphere rich in carbon and water
vapor—the necessary ingredients of life.

This is only one example of how the optical properties of materials can be used
to characterize the structure of their smallest building blocks, atoms and molecules.
In this thesis, we will study the interaction between molecules and light at visible
and x-ray wavelengths. By using accurate quantum mechanical models of the
molecules, we calculate these interactions and obtain molecular properties, such
as the colors of molecular materials.

We have developed methods that can be used to calculate optical properties
at arbitrary light frequencies, in order to analyze molecular samples of interest to
experimentalists. X-ray photons have very high energy, comparable to the binding
energies of core electrons in atoms. These electrons move with velocities near the
speed of light, therefore it is necessary to take relativistic effects into account.
We have shown how relativistic effects are clearly visible in the x-ray absorption
spectra of elements from the second row of the periodic table. In particular we
have studied x-ray absorption at L-shell energies of sulfur and silicon. These
elements are important for biological and technological applications, and the x-ray
absorption spectra can be used to characterize the chemical environment around
each individual atom. By doing this, we can understand how the atom binds
to its neighbours, which is very important if we want to control the structure of
materials on the molecular scale.
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Light of different wavelengths interacts in different ways with molecules. It is,
however, often difficult to appreciate the different scales involved in processes at
the molecular level, and how the size of an atom relates to macroscopic objects
and to the wavelength of visible light. In Figure the electric fields of visible
and x-ray light are shown together with one of the smallest biological life forms, a
virus, as well as smaller molecular structures. Also shown are the spatial extent of
some of the Gaussian type orbitals (GTOs) used in quantum chemical models to
represent the electronic wave functions. It is clear from the figure how the electric
field of visible light can be considered as uniform on the molecular scale, while
the x-ray wavelength is comparable to the size of single atoms. For this reason
the x-rays are able to probe the atomic structure of matter, and are therefore an
important experimental tool.

1.1 X-ray spectroscopy

The existence of invisible high energy rays originating from cathode vacuum tubes
has been known at least since the experiments of Tesla in 1887, but it was not
until the work of Rontgen (1895) that the phenomena was given the name x-rays.
Although Rontgen believed that he had found “a new kind of radiation” ! it was
later understood that x-rays are the same kind of electromagnetic radiation as
ordinary visible light. In 1917, the very important discovery by Barkla that each
element of the periodic table has characteristic x-ray frequencies was awarded
the Nobel Prize. In the early days of x-ray science, it was x-ray scattering that
was the main application, but, starting with the pioneering work of K. Sieghahn
and coworkers in the 1950’s, the field of x-ray spectroscopy became increasingly
important.

X-ray spectroscopies have been widely used since their initial development in
the fifties, and with the construction of more high-quality radiation sources, the
importance of these spectroscopies remain high. Two spectroscopical methods are
important for the work of this thesis. First is x-ray photoelectron spectroscopy
(XPS), where core electrons are excited out of their bound orbits with enough
energy to leave the molecule. Their kinetic energies and angular distributions are
measured, and the structure of the sample can be inferred from these measure-
ments. Second is x-ray absorption spectroscopy (XAS), where the absorption of
x-ray photons in the sample is measured. This absorption is caused by excitation
of core electrons into bound or unbound states, and using highly monochromatic
tunable synchrotron radiation, it is possible to probe individual excited states of
the sample.

The successes of x-ray spectroscopies are related to the properties of the core
electrons that are excited in the experiments. The binding energies of core elec-
trons of different elements are often well separated. This means that the sample
is transparent to x-rays, except for energies close to a particular ionization edge,
corresponding to an electronic shell of a particular atom type. Moreover, the core
electrons are well localized in space, and this means that it is possible to probe
the local environment of a particular element of the sample.
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In this thesis near edge x-ray absorption fine structure (NEXAFS) spectra
have been calculated at the ab initio level of theory, in order to explain how
these spectra relate to various properties of the molecules under study. A solid
theoretical foundation is important, due to the increasing experimental resolution
that reveals the finer details of the spectra. This fine structure contains more
information about the molecular environment, but is difficult to interpret without
supporting calculations.

Circular dichroism, which appears because certain molecules absorb different
amounts of left- and right-circular polarized light, is important for characterization
of chiral molecules. We have calculated such absorption spectra in the x-ray region
of two forms of the L-alanine amino acid. The method can be used in the analysis
of such experiments for many important biological applications.

1.2 Nonlinear optics

In the 1960’s, the invention of the laser—giving a high intensity light at very
sharply defined frequencies—made the study of nonlinear optical effects possi-
ble. These effects are due to the nonlinear response to laser fields applied to the
molecules in the sample under study, and typically require very intense light in
order to be observed. It is also possible to induce changes in the optical properties
of materials by the application of static or time-dependent external fields. While
x-ray spectroscopy has mainly applications in characterization and testing of fun-
damental molecular properties, the induced or natural nonlinear optical effects
of certain classes of materials have many technological applications. Examples
include frequency doubling of laser light, which is used in fiber optics communi-
cation, and intensity dependent absorption, which has applications as varied as
optical power limiting and incision free laser surgery.

From a theoretical point of view, the calculation of nonlinear optical properties
require a more accurate description of the electronic structure of molecules. This
is because of the complex interplay of various small effects, that are more impor-
tant for nonlinear optics than in the linear case. In this work we have performed
theoretical calculations of two-photon absorption and various induced optical prop-
erties. These calculations have mainly been done in order to test the theoretical
methods, or to show how important relativistic effects are for the simulation of
these properties.

1.3 Quantum chemistry

Already during the 1920’s and 1930’s—the development years of many-particle
quantum mechanics—it became apparent that the fundamental laws governing
“a large part of physics and the whole of chemistry”, as Dirac put it, had been
discovered. At that time the practical use of the laws was limited to those cases
that could be solved by hand or with the help of simple computational aids. Early
self-consistent field calculations were performed more or less “by hand”, see for
example the early papers by Hartree.?
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With the invention of digital computers it became possible to perform much
more elaborate calculations, but many of the approximations that are still in use
today were invented in the early years of quantum chemistry. The reason for the
success of these approximations, for example the Hartree—Fock theory, is that they
are based on a solid understanding of chemical bonding and chemistry in general.

One of the main problems of quantum chemistry is to describe the correlated
motions of the large number of electrons present in a molecule. Two main cat-
egories of methods have been developed, one based on an explicit representation
of the correlated electronic wave function, and the other based on density func-
tional theory. The first approach has the advantage that it can in principle (and
in practice, for small molecules) be made exact. The disadvantage is that the
computational costs scales badly with the size of the system, which makes the
methods applicable only to relatively small systems. Density functional theory, on
the other hand, reduces the many-body electron correlation problem to an effective
single particle problem. The drawback here is that there is no known form of the
exact energy functional of the theory. While steady development is being made
in this field the calculation of new molecular properties often reveal deficiencies in
the density functionals used. In this work, we show how time-dependent density
functional theory can be used to calculate x-ray absorption spectra of high quality,
provided that the density functional satisfies some specific conditions.

1.4 Time-dependent molecular properties

While a major goal of quantum chemistry has been to calculate accurate ground
state energies of molecules, and minimizing these energies to obtain equilibrium
molecular structures, an increasingly important application of ab-inito methods
is the calculation of time-dependent molecular properties. One of the reasons for
this is that these properties determine the interaction between light and materials.
This is useful not only for designing materials with certain optical properties, such
as color or refractive index, but also for the characterization of their molecular
structure. Time-dependent molecular properties depend on the excitation ener-
gies of the molecules (see Section , which in turn depend on the chemical and
geometrical structure of the materials. In principle, it is possible to “work back-
wards” and obtain the structure of an actual material from its optical properties.
However, in practice, this requires a very detailed knowledge of the molecules on
a quantum level, and this is where the theoretical models of quantum chemistry
become important.

From a macroscopic point of view, the electromagnetic field of the light in-
teracts with a material through the frequency dependent electric and magnetic
susceptibilities (related to the molecular polarizability and magnetizability). Ex-
amples of the effects of the polarizability on the electric part of the electromagnetic
wave are shown in Figure

If the photon energy is far from a molecular excitation energy the interaction
is said to be non-resonant. In this case no energy is absorbed by the material, and
only the speed of light in the material is affected (refraction). A chiral material is
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Figure 1.2. Examples of effects on the electric field of light passing through a molec-
ular material. In the case of optical rotation the polarization axis are rotated by the
interaction with the medium.

one where its constituent molecules and their mirror images have different optical
properties. For certain chiral materials, or if chirality is induced through an ex-
ternal magnetic field (Paper , the index of refraction may be different for left-
and right-circular polarized light. The net effect of this is optical rotation.

If, on the other hand, the photon energy is near an electronic excitation energy,
the molecules of the material will absorb the energy of the light. For materials
where the molecules are aligned in some particular way, for example surface at-
tached molecules, the amount of absorption is often strongly dependent on the
polarization of the light beam. For certain classes of materials the polarizability
is strongly dependent on the intensity of the applied electromagnetic field and,
for these materials, effects such as two photon absorption and frequency doubling
appear. With the invention of intense laser light sources, it became possible to
study these nonlinear optical phenomena in a systematic way, and they often give
complementary experimental information compared to linear optical properties.

From a purely theoretical point of view, the time-dependent properties often
require a more elaborate treatment than pure ground state energy calculations.
The reason is that a very large number of excited electronic states enter into the
equations, and these should be given a balanced treatment. On the other hand the
quantum mechanical calculations are instrumental in obtaining an understanding
of these phenomena, since they often lack the intuitive features of for example
molecular bonding and chemical reactions.



Chapter 2

Theory

The theoretical section of this thesis is written for a reader familiar with the
general methods of quantum chemistry, as presented in for example Ref. [3l In
most cases we have performed calculations using Hartree-Fock and Kohn—Sham
density functional theory, but in Paper [XII|we have employed an accurate coupled
cluster method for the treatment of electron correlation. The inclusion of electron
correlation is a major research topic within the field of quantum chemistry; see
for example Ref. [4] for a recent review of this problem. The Léwdin definition of
correlation energy, as the difference between the exact energy and the Hartree—Fock
energy of a system, is straight forward to use for the ground state of molecules.
For the calculation of excitation energies it is however less clear how to define
correlation energies. The static exchange method, described in Section [2.4.7] is
based on a configuration interaction singles expansion from a single determinant
reference, but still captures the electron relaxation effects in core excited states.
This effect would be attributed to electron correlation in an approach based on
for example time-dependent density functional theory. Before starting with an
overview of macroscopic electromagnetic effects in absorbing media we note that
all calculations have been made within the Born-Oppenheimer approximation,
which allows us to calculate electronic wave functions for fixed positions of the
nuclei.

2.1 Electromagnetic fields in absorbing media

When an electromagnetic wave enters a medium it induces polarization and mag-
netization of the medium. Since the electric part of the wave is the most important,
for the properties of interest in this thesis, we will study it more closely. The fields
of interest are typically fairly monochromatic, and we therefore look at Fourier ex-
pansions of the fields. The displacement field D is related to the external electric
field E as

D =¢E+P, (2.1)

7
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Figure 2.1. Schematic illustration of the real and imaginary parts of the polarizability
a for photon frequencies near a resonance wy, with a lifetime 7. The real part determines
the optical index of the material, and the imaginary part is related to the absorption of
light.

where P is the electric polarization density. In a linear medium the polarization
can be written as P = yegE, where y is the frequency dependent polarizability of
the medium. The Fourier coefficients of the E and D fields are then related as

D(w) = (1 + x(w))E(w) = e(w)E(w), (2.2)

where the permittivity e(w) has been introduced. A complex value of € describes
the phase difference of the E and D fields, and appears for absorbing media. The
energy loss of a monochromatic wave, of circular frequency w, in a linear medium
is given by Poynting’s theorem (see Ref. [5 p. 264),

du

o = —2wIme(w) (B(t) - E()), (2.3)

where u is the energy density of the field and the magnetic losses have been ne-
glected. The angular brackets indicate averaging over the period of the wave. In
such a situation the intensity of the wave falls off as e™7*, where z is the path
length. In frequency regions of normal dispersion the attenuation constant is ap-
proximately™

I
v R ;; EEZ§ vRee(w)/egw/c. (2.4)
The schematic behaviour of the real and imaginary parts of the polarizability near
a resonance is illustrated in Fig 2] The region of anomalous dispersion is seen
for w/w, = 1, where the slope of the real part of the polarizability is negative.
The macroscopic permittivity € is related to the molecular polarizability o
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through the Clausius—Mosotti, or Lorentz-Lorenz, relation®

3 [€/eg—1 1
a= (e?egﬂ) ~ N(e/eo - 1), (2.5)
where N is the number density of the medium. We can now see how the knowledge
of the frequency dependent molecular polarizability « allows us to determine the
macroscopic optical properties of a molecular substance. The theory in this section
is presented for an isotropic medium, but can be generalized to oriented materials
as well. For strong fields the assumption of a linear relation between E and P
breaks down, and have to be replaced by a power series in the field strength,

P(t) =Py + xVE®) + xPE*(t) + ... (2.6)

In the general case of oriented materials the n-th polarizability x(™ is a rank
n tensor relating the applied field and induced polarization. These macroscopic
tensors have direct molecular counterparts, that can be calculated using n-th order
response theory.

2.2 Time-dependent molecular properties

Time-dependent properties are convenient from a theoretical point of view, since
they often can be attributed directly to the individual constituent molecules of a
material. This simplifies calculations, since the optical properties can then be cal-
culated for isolated molecules. If this approximation is too drastic the environment
can often be taken into account by solvation models. From an experimental point
of view it is possible to measure properties of the individual molecules in a mate-
rial by measuring the optical properties of the bulk material. This is particularly
true for x-ray absorption, where the short wavelength of the x-ray radiation en-
ables the experiment to probe the environment of a particular atom in the sample.
In order to calculate time-dependent properties of molecules from first principles,
we need to develop a theory of the response of a quantum system to external
time-dependent perturbations.

2.2.1 Time-independent perturbation theory

How does the expectation value of some property operator X depend on the
strength e, of a perturbation 5y}7, added to the unperturbed Hamiltonian Hy?
This question is answered by the Hellmann—Feynman theorem, as explained in the
following. Consider a variationally optimized, time-independent state |6(5)>, with
0) = |0(0)) and for which

H(e) [0(e)) = E(e) [0(e)) - (2.7)

where H depends on a parameter €. From the Hellmann-Feynman theorem we
have that o
dE|  d(0|H|0)

:07
de de (0]

—10). (2.8)

e=0 e=0
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If we then proceed by constructing a Hamiltonian
H=Hy+e, X+ syY, (2.9)
we can write the expectation value of X, for the state |0}, as

. dE

(X) = (0l%0) = 7= (2.10)

€.=0
The response of the expectation value (X ), due to the perturbation Y, can be
obtained from a second application of the Hellmann—Feynmann theorem,

d2
dsmdsy

d(X)
dey

= ((X;Y))o, (2.11)

£y =0 €x=€y=0

where Eq. was used in the first step, and the linear response function®
((X;Y))o has been introduced on the right-hand side. The energy derivatives
in Eq. can then be calculated with some electronic structure method and
variational space. We can continue with the differentiation to obtain quadratic
and higher order responses in a similar way. However, the most experimentally
interesting observables, at least in the area of optics and spectroscopy, are the
time-dependent responses of the electrons in time-dependent external fields. For
this purpose time-dependent perturbation theory is needed.

2.2.2 Time-dependent perturbations and response theory

General time-dependent properties can be calculated using a response theory (po-
larization propagator) approach. In this work we consider a number of time-
dependent but monochromatic perturbations. The response functions are then the
Fourier components of the response of the electronic system to the time-dependent
perturbations. To first order, the time-development of an expectation value of X ,
perturbed by Y, is explicitly

oo

) = 01X o)+ [ (6 T)oe"d (2.12)

—00

In an exact theory, the response function can be written as a sum-over-states
expression

(KT =113 { 0|X|n n\Y|o> . <off|n><n|f<|o>}) (213)

w w
n>0 on T

where wop,, is the excitation energy from the ground state to state |n). This ex-
pression can only be used for theories where the states [n) are well defined, e.g.
configuration interaction wave functions, but it is not suitable for Hartree—Fock
or density functional theories. However, the response functions can be directly
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calculated in a way similar to Eq. (2.11)), but with the time-independent energy E
replaced by the time-averaged quasi-energy {Q}r. The quasi-energy (defined in
Ref. [T), can be defined for both variational and non-variational electronic struc-
ture theories, and allows for a uniform treatment of the response theory of these
different cases.

In the case of a single determinant ground state (as in most applications in
this thesis) we choose an exponential ansatz for the time-development

0(t)) = exp [£(£)] [0) - (2.14)
The operator
k= Z Kai(t al - K (t)d;‘da (2.15)

generates the variations in the wave function (see Section , determined by
the time-dependent parameters k4;. Indices a, b are used for virtual orbitals, while
indices 1, j are used for occupied orbitals. The linear response function is then
given by the solution to the response equation

A —1
(X3 V) = XU BB - 5]yl (2.16)

where E?! is the electronic Hessian and S is a metric.9 X1 and YU are property
gradient vectors, defined by

x5 = <0|[ aka;, X ]I0>7 (2.17)

and similarly for Y[!. The theory presented so far has implicitly assumed that
the excited states have infinite lifetimes 7,. As can be seen from Eq. the
response function has poles at the excitation energies of the system, where the
kernel [E[Q] —wS [2]] is singular. This can be used to calculate the excitation
energies of the system (see Section , but it is also possible to include the
finite lifetimes of the excited states into the response theory itself. This has recently
been done by Norman and coworkers in Refs. 8, [0l One then obtains a complex
polarization propagator, with a sum-over-states expression that reads as

(T h—lz{ (0| X |n)(n|Y|0) N <0|Yn><n|f(|0>}7 (2.18)

wOn*W*Z’Yn w0n+w+i’7n

where the line-width , is related to the state lifetimes as v, = h/7,. With this
modification the response function is convergent for all frequencies. The resulting
response functions are complex, with the imaginary part related to the absorption
of radiation (see Section and Figure . The excited state lifetimes are not
calculated by the method, and in this work we instead use a common v = ~,, in
the calculations. This value is chosen to give a broadening compared to the one
measured in experiment.

With the inclusion of relaxation into the response theory we can adress a large
number of time-dependent molecular properties using the same computational ap-
proach. This has many conceptual and practical advantages, and to illustrate the
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Table 2.1. Some response functions and related molecular properties. The perturba-
tions enter through the electric dipole operator fi, the magnetic dipole operator m and
the electric quadrupole operator Q).

Response function Real part Imaginary part
(s ) —w Refractive index One-photon absorption
(115 1)) — 0 Magnetizability
({fi; M) —o. 0 Optical rotation Natural circular dichroism
(15 @Q)) -0 Optical rotation Natural circular dichroism
({fo; f1,)) 0 0.0 Faraday rotation Magnetic circular dichroism

versality of the method we have listed some commonly used response functions and
molecular properties associated with their real and imaginary parts in Table 2.1}
From a practical point of view, we note that the method allows us to direcly
calculate absorption at any frequency, without the solving very large eigenvalue
problems that appear in an approach based on Eq. .

2.3 Molecular ionization energies

An ionization energy of a molecule is, simply stated, the energy required to remove
an electron from the molecule. In this thesis we are interested in photoionization,
where an external electromagnetic field ionizes a molecular target, and leaves be-
hind an ion in the ground state or an excited state. It turns out that the ionization
cross section has maxima at energies closely corresponding to the electronic shells
of the target. This is the basis for electron spectroscopy, an experimental tech-
nique that builds on the discovery of the photoelectric effect by Herz in 1887. In
particular the ionization energies of the core orbitals, that are typically well sep-
arated in energy for each element and shell (see Figure , have been shown to
be powerful “fingerprints” of the chemical composition and structure of a sample.
It is therefore of great interest to calculate ionization energies, and in particular
the shifts of the core ionization energies for a certain element in different chem-
ical environments. These energies also have important theoretical applications,
for example as parameters in effective one-particle theories of molecular binding
(e.g. extended Hiickel theory??), or semi-empirical methods such as the MNDO
family. ) A plot of the ionization energies of the elements He-Rn, calculated by
nonrelativistic Hartree-Fock theory, is shown in Figure [2.2

From a theoretical point of view the most important electronic final states
of the ionized molecule can be obtained by simply removing an electron from a
canonical one electron orbital. In the case of Hartree-Fock theory (the Koopmans
theorem)" or Kohn-Sham (KS) density function theory (the Janak theorem)"4
the ionization energies are given by the eigenvalues of the canonical orbitals, i.e.
the eigenstates of the Fock operator or Kohn-Sham operator. In the Hartree—Fock
case this method neglects the relaxation of the electrons remaining in the ion,
and while the exact KS DFT orbital energies are in principle exactly equal to
the ionization energies,® the current density functionals give rather poor absolute
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Figure 2.2. Ionization energies for each shell of atoms H-Rn, calculated by nonrela-
tivistic Hartree—Fock theory. The energies were taken from Ref.
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energies. In this simple, “frozen”, molecular orbital picture, we can, however,
see the main reason for the dependence of the ionization energies of core orbitals
on the chemical environment. Even if the shape of the core hole itself changes
little in different environments, the electric field from the surrounding charges
directly affects the orbital energy, and is therefore measurable in the photoelectron
spectrum.

One successful theoretical method for obtaining ionization energies is the ASCF
method, in which the ionization energy is calculated as the difference of the
Hartree—Fock ground state energy and the Hartree—Fock energy of the ion, op-
timized with an electron removed from a particular orbital. In this way the elec-
tronic relaxation is taken into account, and energies with an error of the order of 1
eV can be obtained for core ionizations. Even though this method is not without
ambiguities (for example the localization of core holes in homo-nuclear molecules),
it is simple to use and has been employed frequently in the literature. A similar
“ADFT” approach has also been used, often without a solid theoretical basis.

In addition to the strong peaks of the ionization cross section at energies cor-
responding to each electronic shell there are also a number of smaller peaks at
slightly higher energies. These correspond to a number of different excited states
of the ion, but require a proper treatment of electron correlation to be described
fully, and are not further treated in this thesis. In these cases methods such as
Green’s functions™ or Fock-space coupled cluster’® can be used. The shape of
the core holes (the so-called Dyson orbitals) can also be obtained unambiguously
from these calculations (see for example Ref. [19)).

2.4 Calculation of molecular excitation energies

Even though we have shown (Papers that explicit consideration of (elec-
tronic) excited states are not necessary for the calculation of observable properties
such as absorption spectra, it is often necessary to calculate excitation energies of
molecular systems. The knowledge of the energies and properties of the excited
states can be used both for interpretation of observables (such as in Paper ,
or for accurate treatment of vibrational effects (Papers [ and [[II). Traditionally
the molecular excitation energies have been calculated by two different routes.
One approach is to directly optimize the wave function of the excited states, as
we have done in Papers [VITIIT]] However, while this approach has the advantage
that the excited state properties can be easily obtained, it has several drawbacks.
For example it is very difficult to ensure a balanced treatment of the ground and
excited states, requiring manual fine tuning and leading to systematic errors in
the resulting excitation energies.

Another problem is that if excitation cross sections are needed these have to be
calculated between separately optimized states, which are not in general orthogo-
nal. This introduces gauge dependencies in the calculated oscillator strengths, as
well as computational problems. Finally, the direct optimization of excited states
is generally not possible in a DFT framework, although the special case of strongly
localized core holes can be treated (see Paper .
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In order to obtain a balanced treatment of many excited states we need to
find an alternative to separate state optimization. One simple approach is the
configuration interaction (CI) method, where a linear subspace of the complete
configuration space for the molecule is chosen. In this space the Hamiltonian can
be diagonalized and the eigenstates are automatically orthogonal. While calcula-
tions using large CI spaces are certainly powerful and conceptually simple, since
all important configurations can be included, they suffer from size extensivity
problems and possibly unbalanced treatment of electron correlation. The compu-
tational scaling effectively limits the application of CI calculations using higher
order excitations to relatively small systems, but the simplest CI method, configu-
ration interaction singles (CIS) can be applied also to large systems. Additionally,
it does not suffer from size extensivity problems since it does not treat electrons
correlation at all (see for example Ref. 20).

2.4.1 Configuration interaction singles

The CIS states are formed from a reference determinant |0) as

virt occ

Wers) = Y castihas [0) = T'10) (2.19)

where the single excitation operator 7" has been introduced (note that this notation
differs slightly from the one used in Paper . The reference state |0) is then not
included in the configuration space, because all couplings between this state and
the singly excited configurations vanish for a variationally optimized reference
state. The CIS Hamiltonian matrix can be written as

HES. = (0)afa,Haja, |0y, (2.20)

ai,bj

and this matrix can then be diagonalized to obtain the electronic eigenstates —
a set of cu; coefficients. Often iterative numerical methods are used to calculate
a small number of low lying excited states without forming the full Hamiltonian
matrix.

The reason CIS works so well for (linear) optically active states is that, if the
Hartree-Fock determinant is a good approximation to the ground state, then the
perturbing field couples this determinant only to singly excited determinants, by
Brillouin’s theorem.® This means that if the (exact) excited states are optically
active they must contain large contributions from the singly excited determinants
used in the CIS calculation. However, any contribution from doubly and higher
excited states is completely neglected, which leads to minor differences between
oscillator strengths computed in length and velocity gauge. It is also not possible
to calculate excitation energies to states of higher spin multiplicity than triplet, if
the ground state is closed shell.
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2.4.2 Natural transition orbitals

For a given set of excitation coefficients c¢;, there exists a unique set of pairs of
occupied and virtual (¢x,9),) orbitals giving an optimal “diagonal” representation

occ virt

7= catha; = cral i, (2.21)
) a k

where the coefficients ¢y, are real non-negative numbers. The operators &L, and ag
create and destroy electrons in the new set of orbitals ¢}, and ¢j. The new orbitals
are obtained as eigenvectors of the hole and excited electron density matrices,
defined in Ref. 2I. By a theorem of Schmidt,?? the N terms with the largest
coefficients ¢ form the optimal N-term approximation to the full sum of Eq. .
The orbital pairs ¢, and ¢, have been termed “natural transition orbitals”?! in
the literature. They have obvious advantages when it comes to interpretation of
single excitation operators, in particular for characterizing excitations and excited
states in large molecules, where the lack of symmetry makes such labelling difficult.

2.4.3 Orbital rotations

The main problem with CIS is that it offers no way of improving the quality of the
calculation by taking electron correlation into account. Therefore we would like
to use a more general theory that can be applied to DFT as well as Hartree—Fock
electronic structure methods. Hence, we need to find a parameterization which
allows us to perform variations of the electronic state within the single determinant
description. For this purpose the unitary exponential parameterization

W) = exp(&) |0) = exp [T - TT]|0>, (2.22)

is used, where T is the single excitations operator of Eq. and & = T—T" is the
anti-hermitian generator of the excitations. The analysis of this parameterization
is greatly simplified with the diagonal representation of Eq. . Using the fact
that dL,dk and le,dl commute, we can rewrite this as

exp [T - Tq|0) = Hexp [ck(dz/dk - dzdkf)}|0> . (2.23)
k

Each orbital excitation can now be considered separately, and the effect of the
single orbital rotations is given by

exp [ck(@,z,ak - a;ak,)}|o> — cos(cy) 0) + sin(cx) ‘g> . (2.24)

In this way we have shown that the parameterization of Eq. preserves the
single determinant character of the reference state and, since the orbitals v and
1, can be chosen arbitrarily, the parameterization covers all possible single de-
terminant states.
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2.4.4 Time-dependent Hartree—Fock

In the time-dependent Hartree-Fock, or Random Phase Approximation (RPA),
excitation energies are obtained by considering small variations of the the wave
function near a variationally optimized reference state. An expansion of the energy
in orders of the parameters c,; can be obtained from a Baker—Cambell-Hausdorff
expansion

E = (0|e*He " |0) = B + Ellc + %CTED]C +... (2.25)
where
EO = (0]H|0), (2.26)
EW = <o|[agai,1§z}|o>, (2.27)
E® = — <0|[ajaa, [agaj,ﬁﬂ|o>. (2.28)

If the reference state is variationally optimized the gradient F! vanishes, and the
RPA excitation energies are obtained from the (generalized) eigenvalue problem™®

det [Em _wsm} = det K A B )—w( (1) _01 )] =0. (2.29)

B* A*
Solving this equation is equivalent to finding the poles of the linear response func-
tion of Eq (2.16)). The explicit forms of A and B are

Aaz’,bj = 5ijFab - 5abFi? + [(al‘]b) - (ab|]z)}, (230)
[(ailbj) — (aj|bi)], (2.31)

Baibj

where, if the electron—electron interaction in H is represented by the instantaneous
Coulomb repulsion, the Fock operator is given by

N

Fpq = hpq + _ [(paljj) — (pilia)]- (2.32)

The exact interpretation of the different terms in the E? matrix will be discussed
in Section [2:4.6] but here we make some final notes about the RPA as a method
of calculating excitation energies. An important feature of the method is that
there is no explicit representation of the excited states. An approximate excited
state may be constructed from the c,; coefficients, but a correct calculation of
excited state properties includes contributions from the third order derivatives of
the energy with respect to the c,;’s.2% It is important to note that the electronic
one-electron density matrix calculated in this way may not correspond to any single
determinant state. The transition moments between the ground and excited states
can, however, be directly calculated from the ¢ vector.
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Figure 2.3. Energies near the Hartree—Fock reference state in the RPA (left) and CIS
(right) parameterizations, for a model Hamiltonian where E[|0)] < E[|{)] < E[|})] <
E [|f7b L and i # j and a # b. The effect of the doubly excited configuration |?}’> in the
RPA case can be seen on the eigenvectors of the Hessian at (0,0) (arrows).

2.4.5 Comparing RPA and CIS

We can see how the RPA and CIS excitation energies are related by noting that the
A block of the electronic Hessian E[? is in fact identical to the CIS Hamiltonian
of Eq . If the B block can be neglected, the CIS and RPA energies are the
same. This point is further examined for core excitations in Paper [[V] However,
we can illustrate the difference in another way by formulating CIS using the same

formalism as for RPA. The RPA generators {dl&i — dzda} are then replaced by

state transfer operators {|2) (0] — [0) (¢|}, where %) = ala;|0). The difference is
that while dgdi - &;rda acts non-trivially on every state where orbital i is occupied
and orbital a is empty, the state transfer operator |¢) (0] — |0) (¢] acts only on the
reference state and on |?). Therefore the RPA excitation energies do include a
small effect of doubly and higher excited configurations. The difference between
RPA and CIS on the energy near the reference state is illustrated in Figure [2.3
where contour plots of E as a function of ¢ are presented for both CIS and RPA
with the same model Hamiltonian.

2.4.6 Excitation energies from time-dependent DFT

Having discussed the CIS and RPA approaches to the calculation of excitation
energies we now turn to time-dependent DFT (TDDFT), which currently is the
most promising method for treating electron correlation in large molecules. In
principle the theory is exact, but due to the approximate density functionals used
there are still many open problems, particularly when it comes to time-dependent
properties. Without going deeply into the theory of TDDFT, which is not the
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main topic of this thesis, we note that the working formulas look much like the

ones for RPA, but with an “electronic Hessian” consisting of blocks?#2Y (using
canonical orbitals)
Aai,bj = 6ij5ab(€a - ei) + (alljb) - H(G’bbl) + (1 - 9)(al|fzc‘jb) (233)
Baip; = (ailbj) — 0(aj|bi) + (1 — 0)(ail foc|bj), (2.34)

where 6 is the amount of Hartree—Fock exchange included in the density functional.
The contributions from the exchange-correlation functional, except the Hartree—
Fock exchange, enters through the term (ai| f,.|jb). With this definition we recover
the RPA equations as §# — 1, and we note that the Coulomb-like integral (ab|ji) in
the A matrix stem from the Hartree—Fock exchange part of the energy functional.

In Hartree-Fock theory the important diagonal terms d4,9;;(ab|ji), which rep-
resent Coulomb attraction between the hole and the excited electron, come from
a particular exchange term introduced in the construction of the Fock operator in
order to make it self-interaction free and orbital independent. The Fock operator
is obtained from the Hartree-Fock equations,

ht ) Ji = Ki| ¥y =g,y (2.35)
iFET

by noting that the restricted summation can be replaced by an unrestricted sum,
since [jr — KT]’(/JT = 0. In this way we can turn the orbital dependent operator
in the left hand side of Eq. into the orbital independent Fock operator. It
is the exchange part of this “zero” contribution that appears as (aalii) on the
diagonal of EP. Current DFT functionals, however, are not self-interaction free
(see Paper [IX]), and in a functional without Hartree—Fock exchange the last term
of Eq. responsible for giving the correct Coulomb attraction between the
hole and excited electron. With a local or near-local exchange correlation kernel
this is not readily accomplished. The use of local kernels in the formation of E?
will therefore always lead to underestimated excitation energies when the hole
and excited electron orbitals have little spatial overlap, such as in charge transfer
excitations.2? We have shown how this error also appears in core excitations, and
used corrected functionals in Papers [VIIHIX]

The errors due to the self-interaction problem in TDDFT can be minimized
by ensuring that the ground state potential decays as —1/r far away from the
molecule. One thereby gets a set of “optimal” virtual orbitals and eigenvalues.
The contributions from the exchange-correlation term would in this case be small,
also for an exact kernel, and of minor importance. However, such an approach
can lead to size-consistency problems, since the Coulomb term (aalii) certainly
depends on the location of the hole orbital v;, and the distance r from the molecule
is difficult to define for large systems. For a numerical comparison of different
density functionals and approximations for core excitations, see Section [3.3.2
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2.4.7 The static exchange approximation

The static exchange (STEX) method?**2% is a pragmatic approach to core spec-
troscopy. It is based on the observation that the single largest error in RPA core
spectra is the failure to take the orbital relaxation into account. By incorpo-
rating the relaxation through the use of a separately optimized reference state,
from which a CIS expansion is performed, a cheap an reliable method is obtained.
Another problem with calculating core excitations using traditional methods is
that the excited states of interest are embedded in a continuum of valence ex-
cited states, which do not contribute to the absorption intensity. In a finite basis
set these continuum states appear as a very large number of strongly basis set
dependent excitations, and are a major obstacle in “bottom-up” calculation of
excited states. Furthermore, the iterative calculation of the hundreds of states
that may contribute to a given absorption edge is a very difficult numerical prob-
lem. The problem is illustrated in Figure In STEX this is circumvented by
including only excitations from the particular core orbitals corresponding to the
absorption edge of interest, in what we have called the restricted excitation chan-
nel approximation (see Section. The STEX method and its extension to the
four-component relativistic framework is presented in Paper [[V]
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Figure 2.4. Schematical illustration of excited states of different energies, in an exact
model (left) and in a finite basis set approximation (right). Bound state energy levels
are drawn with a thick line, while the unbound continuum states are shown in gray.
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Since synchrotron radiation is easily tunable over a large energy range it is
important to use a theoretical method that can provide results both below and
above the ionization threshold. In STEX this is accomplished by the use of a
large basis set of square integrable functions. The Gaussian type orbitals (GTO)
employed in all calculations in this thesis are not well suited for the continuum
states, since there is no efficient way to cover the energy spectrum evenly with
these basis functions. Other basis functions, such as the single-center STOCOS“"
functions, have been considered in the literature, but these are difficult to apply to
large molecular systems and have therefore seen limited use. If a large enough GTO
basis set is used the true continuum spectrum can be extracted with a method such
as Stieltjes imaging.“® The effect of the basis set size for CIS and RPA calculations
of the K-edge absorption spectrum of water is shown in Figure 2.5] As can be
seen in this plot the lowest absorption peaks have a good description already with
the valence basis set, while the diffuse Rydberg states just below the ionization
energy are much more dependent on a sufficiently diffuse basis. In addition the
strong basis set dependence on the pseudo-states above the ionization threshold
can be noted.
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Figure 2.5. The effect of the basis set size on the RPA and CIS excitation energies of
the oxygen K-edge of water, below (solid line) and above the ionization threshold. The
aug-cc-pVTZ basis set?? has been augmented with different number of diffuse functions.
Notice that RPA and CIS are not identical above the ionization threshold.

2.5 Relativistic quantum chemistry

Quantum chemical calculations of valence properties have been long performed
neglecting the effects of relativity. This approximation is often well justified, since
these effects become important only for high velocity electrons. In Figure the
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Lorentz factor
V= (2.36)

1-%
is shown for a free electron as a function of its kinetic energy. Also shown is the
nonrelativistic and relativistic relations between velocity and kinetic energy. We
might expect large relativistic effects only when these two diverge, or when = is

large.

1000 [

0.001 P e R B R
10 100 1000 10000 100000 1e+06
Electron kinetic energy (eV)

Figure 2.6. Relativistic (thick solid line) and nonrelativistic (dashed line) electron
velocities as a function of kinetic energy. The dimensionless Lorentz factor v (thin solid
line) is also shown.

Since the kinetic energy of electrons is highest near the nucleus, and since
this energy increases as Z2, where Z is the nuclear charge, we can expect strong
relativistic effects for the core electrons. The kinetic energy of 1s electrons of
radon is some 10% eV, and as shown in Section strong relativistic effects
can indeed be observed for this shell. For the valence we could argue that the
velocity is low, and that relativistic effects should be negligible. However, it is
important to note that also very small relativistic effects might be important for
valence properties, and that these effects appear for much lighter elements. The
reason is that the magnetic interactions between the electron currents and electron
spins, which require a relativistic treatment, break symmetries of the nonrelativis-
tic many-electron Hamiltonian. The effect that this symmetry breaking has is
to allow electronic transitions which are forbidden in a nonrelativistic theory, and
the effects on observable properties can sometimes be dramatic (see Papers [XI|and
IXIII). Recently several textbooks have been published on the topic of relativistic
quantum chemistry, for example Refs. [30 311 [32]
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From a theoretical point of view the use of a relativistic theory has many ad-
vantages, even when the observable effects can be treated as perturbations to a
nonrelativistic model. Since the electromagnetic theory is fundamentally relativis-
tic the inclusion of magnetic properties and electron currents appear naturally in
a relativistic framework (see for example Saue, in Ref. [30). The starting point for
a relativistic quantum chemical model is the one-particle Dirac equation.

2.5.1 The Dirac equation

The Dirac equation®334 for a particle in an electromagnetic field,

m%(r,t) = hpy = (Bch +ed(r) + c - 7r> ¥, (2.37)
provides a Lorenz covariant theory for spin-1/2 particles, and is thus automatically
consistent with special relativity and electrodynamics. The wave function v is
required by the theory to be a four-component vector; a four-spinor. The exter-
nal electromagnetic field enters through a so-called minimal substitution of the
mechanical momentum

=D —eA(r,t), (2.38)

and through the electrostatic potential ¢(r). In the standard representation the «
and 3 matrices are defined as®?

- j2 0 oA 0 o
ﬂ—(o _f2>, a2—<&i 0>7 (2.39)

where &; are the Pauli spin matrices and fg is the two dimensional unit matrix.
The explicit form of the one-particle Dirac Hamiltonian is then

iLD _ ( (m02 + 6¢)f2 co -7t ) (240)

c6 -7 (—mc? + eg) I,

The structure of the algebra of the o matrices are presented in, for example, Ref.[35
or the geometric interpretation of Ref.[36l In the standard representation, the four
component wave function (spinor) is written as

al

Y= as | - (2.41)

The L and S denote the so-called large and small components of the spinor,
respectively, while o and 3 are the usual spin labels. In the DIRAC program,=’
and in Paper the components have been grouped by spin label instead of L/S
labels, which gives slightly different representations for the o matrices. The small
components of the spinor are strongly coupled to the momentum of the electron
through the Dirac Hamiltonian of Eq. . In the proper nonrelativistic limit the
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four-component Dirac equation (the so-called Lévy-Leblond equation) is simply a
reformulation of the Pauli equation, where the two small components serve to make
the equation first order in spatial derivatives. In fact this leads to special basis
set requirements for the small component. This is the so-called kinetic balance
condition for the basis functions,
. s A A L

0152020{)( }=(6-p){x"}. (2.42)
Another consequence of this coupling is that the small components are very small
for weak potentials, that is almost everywhere in space except close to heavy nu-
clei. It is therefore not surprising that, in many cases, the two electron integrals
involving the products of four small component orbitals can be neglected or ap-
proximated through multipole expansions around each nuclei . This is important
in practice, since the kinetic balance of the basis set [Eq. ] gives a large small
component basis set, and thus a large number of two electron integrals. These in-
tegrals can often be neglected, or approximated by a point charge at each nucleus
(see Paper [XIII).

Despite the fact that the Dirac equation might seem more complicated than the
Schrédinger equation at a first glance it has fundamental advantages to a nonrel-
ativistic theory (except the obvious advantage that it is more physically correct).
In particular the Dirac theory naturally incorporates magnetic interactions such as
the coupling of electron currents and spins in a molecule. In fact it can be claimed
that magnetism itself is a relativistic property, since the generated magnetic field
of a moving charge disappears if the limit of infinite speed of light is taken in the
Coulomb gauge (V - A = 0).%% The relativistic charge and current densities are

p(r) = —ewles; j = —eplean. (2.43)

The form of the charge density carries over to the nonrelativistic (Schrédinger)

limit, but for the current density one obtains=®
. € + ~ t N T 62 + ~
INe = =5 YyrDYNR — (wNRpiﬁNR) ~om {¢NRA¢NR}
€ ~

The terms correspond to contribution from the electron motion, the external vector
potential, and electron spin, respectively. The separation of the relativistic current
density into a spatial part and a spin part can be done also at the relativistic
level through the Gordon decomposition,®? but it is clear that this separation is
not Lorenz invariant. From Eq. , it can be seen that orbitals of constant
complex phase, in particular real orbitals, carry no current. Ref. [38 contains a
good summary of the difficulties in obtaining a correct nonrelativistic limit of
the Dirac equation in the presence of external fields, where the difficulties stem
from joining the essentially relativistic theory of electrodynamics to nonrelativistic
quantum mechanics. The relativistic electron-electron interaction is discussed in
Section
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Finally, the most surprising feature of the Dirac equation is perhaps that even
the free Hamiltonian has a spectrum of negative energy solutions, separated from
the positive energy solutions by a gap of 2mc?. These are the so-called positronic
solutions, and they are necessary for a covariant theory. The electronic and
positronic solutions of the free particle Dirac equation are related through the
charge-conjugation operation C.52

2.5.2 The relativistic variational problem

In the no-pair approximation the quantum mechanical state of the system is as-
sumed to contain only electrons. This is a reasonable assumption even for heavy
elements, which can be introduced into the theory by surrounding the Dirac Hamil-
tonian with projection operators that delete the positronic solutions. A problem
here is that the classification of spinors as either electronic or positronic depends on
the external potential, for example through the Fock operator in a self consistent
field (SCF) calculation. It turns out that the generalization of a nonrelativistic full
CI calculation is a state specific multi-configuration self consistent field (MCSCF)
calculation. The energy is then maximized with respect to electronic-positronic
variations of the orbitals.5?#0 For SCF this means that, in each iteration, the Fock
operator is diagonalized, and the electronic orbitals, those above the 2mc? energy
gap, are occupied as in a nonrelativistic calculation. However, it is important
to incorporate electronic-positronic variations in a perturbation treatment, since
external fields, and in particular magnetic fields, cause mixing between these two
orbital classes.

2.5.3 Symmetries of the Dirac Hamiltonian and its eigen-
functions

Since the Dirac equation includes magnetic effects (for example spin-orbit cou-
pling) the spinors are not in general spin eigenfunctions, and it is then not possi-
ble to separate them into spatial and spin parts. All fermions have the property
that their wave functions are not invariant under a 360° rotation in space, but
instead require two such rotations to return to the initial state. To classify these
wave functions in symmetry groups requires the introduction of a new operation,
the 360° rotation—distinct from the unit element of the group. This leads to a
doubling of the number of symmetry operations (although not necessarily of the
number of irreducible representations). In this way we end up with so-called dou-
ble groups (see for example Ref.[4T)). In a nonrelativistic spin-separable system the
spatial part can, however, be treated separately, and it is then possible to classify
the spatial part in the ordinary, boson, irreducible representations of the molecular
point group. Since the basis functions can be chosen as scalar, even in a relativistic
framework, we exploit the molecular point group in the integral evaluation in the
same way as in the nonrelativistic case. Furthermore, by considering how each of
the four components of the one-electron spinors transform under the operations
of the molecular point group, one can achieve even greater reduction in computa-
tion time. This is done through a quaternion symmetry scheme in DIRAC#2 (see
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Figure 2.7. The effect of time-reversal (T'), spatial inversion (P) and charge conjugation
(C) on one-electron quantities. The electron is located at r, with a linear momentum p.
The magnetic B field is including contributions from both spin (S) and orbital angular
momentum (L), through the current J. The electric field E is generated by the electron
charge (Q).

references in Paper .

In addition to the properties implicit in the Lorenz covariance the symmetries
of the Dirac Hamiltonian itself are the discrete symmetries of time-reversal (T),
spatial inversion (parity, P), and charge conjugation (C). In a more exact theory
incorporating the strong and weak nuclear forces, it is only the combined C'PT
operation which is a symmetry operation, but in the Dirac theory all these sym-
metries hold individually (if the external potential does not break the symmetry).
The effects of these symmetry operations on a moving charge are illustrated in
Figure The parity symmetry (P) gives rise to a parity quantum number,
+1 or —1, which is a good quantum number in molecules with a center of inver-
sion. Time-reversal (T') symmetry gives rise to the pairing of orbital eigenvalues,
through Kramers theorem, but since the time reversal operator is anti-unitary it
does not give rise to any eigenstates, and hence no quantum numbers.%3 Time
reversal symmetry is broken by an external magnetic field, which also breaks the
double degeneracy of the orbitals. The charge conjugation symmetry (C) relates
the positive and negative energy solutions to the free particle Dirac Hamiltonian,
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and ensures that the anti-matter counterpart of normal molecules obeys the same
equation of motion, but this property is not used in normal quantum chemical
calculations.

2.5.4 Symmetries of many-electron states

For a many electron system there is no closed form Hamiltonian, and the particle
interaction has to be approximated by including terms up to some order in the
fine structure constant o = e?/he. Because of the spin-orbit coupling there are no
many-particle spin eigenstates in a relativistic theory, but the total angular mo-
mentum J is still a good quantum number (if the molecular point group permits).
All electronic states with an even number of electrons transform like a boson un-
der rotations, and the excited electronic states can be assigned to irreps of the
molecular point group like in the nonrelativistic theory. A way of choosing the ex-
citation operators in a CI theory, that closely resembles that of the nonrelativistic
spin adapted configurations, is the Kramers-restricted parameterization,44 where
time reversal symmetry replaces spin symmetry. The use of time-symmetrization
procedures is further discussed in Paper [[V]

An example of the properties of excited states under spatial transformations
are the singly excited %2> states of helium. Here the nonrelativistic singlet and
triplet states are replaced by one totally symmetric state of J = 0 (corresponding
to the singlet) and three degenerate states with J = 1 (the triplets). While the
J =1 states may be chosen as eigenfunctions of the J. operator, with eigenvalues
m; = {—1,0, 1}, it is preferable to chose combinations that transform as rotations
R, Ry, and R, (the m; = 0 states of Iy, jy, and jz) With this choice the J =1
states span irreps of Abelian symmetry groups such as Cs, and Dsyp. This choice
of states is completely analogous to the choice of p., p,, and p. orbitals as the
basis states of a p shell. The extension to a symmetry breaking molecular field are
then easier understood.

2.5.5 Magnetic interactions in the four-component frame-
work

One of the great advantages of a four-component relativistic treatment is the
natural way that magnetic interactions are included in the theory. In the dipole
approximation an external magnetic field couples to the total electronic current
through the magnetic dipole operator (see Paper

g

ﬁl:—f(f*xca):—%(ij). (2.45)

In contrast to the nonrelativistic case there is no term proportional to A2 in the
relativistic case, and the diamagnetic response is completely described in terms of
the redressing of the electronic and positronic states.*” The fact that this redress-
ing cannot be neglected can be inferred from the form of the m operator, because
the & operator directly couples the large and small components [Eq. ]
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For the internal forces in the molecule it is natural to work in the frame of
fixed nuclei, and in the electromagnetic Coulomb gauge. There is no instantaneous
closed form of the elecron-electron interaction in a relativistic theory as discussed
here, but the interaction operator can be expanded in orders of the fine structure
constant « = €2 /hc, as

R 1 dl . dg (d1 . f'lz)(dZ . f'12) 3

9(1,2) = P E 27 +0(a?). (2.46)
The first term in Eq. is the instantaneous Coulomb interaction which in-
cludes the spin-own orbit, or charge-current, coupling. Two different classical
points of view of this interaction are shown in Figure In the relativistic calcu-
lations of this thesis, the electron-electron interaction has been approximated by
the 1/712 operator, which together with the Dirac Hamiltonian [Eq. ] forms
the so-called Dirac-Coulomb Hamiltonian. The most important neglected phys-
ical effects are then the spin-other orbit and spin-spin couplings. Both of these
are examples of current-current type interactions, and are represented by the two
last terms of Eq. 7 known together as the Breit interaction. This can be
intuitively understood from the connection between the current and the & opera-
tor. In a closed shell (Kramers restricted) Hartree—Fock state the currents of each
electron pair cancels exactly, due to the time-reversal symmetry of the state, and
this means that only interactions between the electrons of each pair are missing.
Nevertheless there is a small effect from the spin—other orbit coupling even on the
2p-shells of second row atoms, as investigates in Section [3.4.2
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With the frame fixed on the positive charge the moving magnet
has a radial electric dipole moment. The non-interacting magnetic
field of the magnet is not shown in this picture.

With the frame fixed on the magnet, the spin-orbit B~L
interaction is purely magnetic. The moving positive
charge generates a magnetic field that interacts

with the magnet.

Figure 2.8. The figure shows classical spin-own orbit coupling in the circular motion
of a magnet around a positive point charge. Electric monopole fields are not shown.
The choice of reference frame gives different wordnings of the reason for the spin-orbit
interaction, but results in the same interaction strength.
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Chapter 3

Illustrative examples

3.1 Response of a damped and undamped two-
level atom

Two level systems are particularly well suited for illustrating basic concepts of
quantum mechanical systems in external fields. Such a system may be realized,
for example, by considering one of the 1s — 2p excitations in atomic hydrogen.
At photon energies near the resonance energy for this transition the other excited
electronic states can be neglected, and the problem can be reduced to two levels
only, |a) and |b). Such a system, with and without interaction with the environ-
ment, is treated in a density matrix formalism by Boyd,4% pp. 191. In this section
we will treat the response of a similar two level system to an external field, by
direct integration of the Schrodinger equation. Without any perturbations the
dynamics of the system is governed by the Hamiltonian

Hy = < an gb ) (3.1)

A harmonic external electric field, of strength E, enters through the electric dipole

operator
o 0 (alp]b)
o= (i 0" ) 42

giving the total time-dependent Hamiltonian H(t) = Hy + E - sin(wt)O(t)fi. The
function ©(t) is a switching function that turns the perturbation on slowly. Given
an initial state of the system, |1(0)) = |a), the equations of motion can be inte-
grated to give |¢(¢)). By doing this for two different frequencies, one at resonance
(hw = hway = Ep — E,) and one off resonance (hw = (Ep — E,;)/3), we can
compare the induced dipole moments for the two cases as a function of time. In
order to get at least the correct order of magnitude for the response properties
we have used an energy gap E, — E, = 0.1 a.u., and a transition dipole moment
(bl i]a) = 1 a.u. A pulsed laser of modest energy produces a peak electric field of
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Figure 3.1. Response of a two level atom to a resonant (top) and off-resonant (bottom)
perturbation. Left panels show the time-domain response, while the right panels show
the absolute value of the corresponding frequency domain response. Black lines show the
response of the damped system, while the gray lines show the undamped response. A
small nonlinear response is indicated with an arrow in the bottom right panel.

about 107 V/m (Ref.[46] p. 432), which gives a value of E = 2-107% a.u. At reso-
nance the system is expected to be excited to its upper level, but we can dampen
the system by introducing an imaginary dampening factor into the Hamiltonian,
Haamp = H — i~y |b) (b|. With this phenomenological dampening the population of
the |b) state decreases exponentially with time, and this can be used to simulate
the finite lifetime of the excited state [compare Eq. (2.18)].

Despite the fact that this two-state model is very simplistic it has many of
the features that appear for realistic systems. The response of the system with
the parameters given above is shown in Figure In the resonant case (top) we
can observe how the perturbation and the response are out of phase, which can
be seen most clearly from the amplitudes at ¢ = 50 fs. This is expected from the
discussion of complex polarizabilities in Section [2.1] The dipole moment of the
undamped system increases steadily, since the perturbation is in resonance with
the a — b transition in the atom. This implies that the upper |b) state gets a
non-negligible population, and as a result of this perturbation theory cannot be
used in this case. The damped system, on the other hand, soon gets into a steady
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state, where the population of the upper states remain low. It is important to
note that the damped and undamped responses are in phase. In the off-resonant
case (bottom) the damped and undamped responses are almost identical, but here
we can observe another important phenomenon. The perturbation frequency has
been chosen to be w = wgp/3, which is far away from the resonance frequency. We
do, however, notice a small response at a frequency w,,. This appear because of
nonlinear couplings in the equations of motion for the system, and can be treated
perturbatively by nonlinear response theory. While the two level system could be
directly integrated using a numerical method, and dampened using the complex
Hamiltonian, it is important to note that such an approach can only be applied
when working in a linear subspace of the full Hilbert space of a system. This is
the case for CI methods, but not for Hartree-Fock or density functional theories.
In these cases it is necessary to use time-dependent response theory, and the finite
lifetime can in this case be taken into account using the complex polarization
propagator method.

3.2 Core-excited states

In order to predict and interpret x-ray spectroscopy data it is important to have an
understanding of the electronic structure of core excited and core ionized molecules.
In both XPS and NEXAFS spectroscopy the photon energies are chosen so that
electrons are mainly excited from the core of a particular atom type. If the light is
monochromatic enough, then individual chemically shifted sites can be resolved.
This is the basis of XPS, and we perform such an analysis in Paper [ When an
electron is removed from the core, the effect can be approximately described by
increasing the nuclear charge by one, because the tightly bound core electrons
appear essentially point-like to the valence electrons. This observation forms the
basis of the so-called equivalent core, or Z 4 1, approximation that has been
effective in describing the rough features of NEXAFS spectra.4248 In this section
we will however make a more detailed investigation of what happens when an
electron is removed from the core.

Near the atomic core the dominant force on the electrons is the Coulomb
attraction to the nucleus. Compared to this force the removal of a single electron
does not have a very strong impact. On the other hand the change of the electric
field does have a large effect on the valence electrons, which are not as tightly
bound. If the excited electron is removed completely from the molecule, as in
XPS, or if it enters a diffuse Rydberg orbital far from the molecule, then the
valence can be approximated by an Hartree-Fock calculation of a core-ionized
state. To quantify these statements we have performed average-of-configuration
optimizations of 2p hole states in the HoS molecule and the argon atom. In this
approach the average energy of selected configurations is minimized, for example
the six different configurations obtained by placing five electrons in the six 2p
spin-orbitals. The expectation value <7‘2>1/ ? has been computed for each orbital
individually, with the origin on the heavy atom. The position of the origin is not at
the center of charge for the bonding orbitals of HyS, but, nevertheless, the results
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allow us to see the effects of the core hole. The values in Table [B.1] show how the
hole orbitals contract because of the decreased Coulomb interaction between the
electron pair in the hole orbital. It is also visibe how the removal of an electron
from the 2p,/, orbital causes a larger contraction of the 2psz/, orbitals than that
of the 2p;/, orbital. Since STEX is a single reference method, and excitations
from 2p; /5 and 2p3,, cannot be considered in two separate calculations, due to
the important effects of channel coupling in this case (see Paper , the most
balanced choice of reference is the reference state average over all configurations
with five electrons in the 2p shell.

The effect of the hole on the valence is much more pronouced than the effect
on the core, as seen in Table This is the cause of the large discrepancy
between RPA calculation and experiment for core excitations. For example the
sulfur 2p excitation energies are overestimated by about 6 eV with the use of RPA,
in addition to the effects on the fine structure of the spectrum.

Table 3.1. Orbital radial expectation values <r2>1/2 (a.u.), for different choice of

relaxation schemes describing a hole in the 1s and 2p shells of Ar and H»,S.

HF DHF
Orbital gs gs 1571 2p~ 1T 20 2D5 o
Ar
1s 0.0998 0.0993 0.0987 0.0992 0.0992 0.0992
2s 0.4486 0.4462 0.4280 0.4382 0.4381 0.4382
2p1/2 0.4176 0.4153 0.3880 0.4136 0.4132 0.4026
2p3/2 0.4176 0.4177 0.3904 0.4160 0.4047 0.4159
3s 1.5332 1.5269 1.3913 1.4081 1.4080 1.4081
3p1/2 1.8197 1.8118 1.5487 1.5785 1.5935 1.5740
3p3/2 1.8197 1.8226 1.5568 1.5861 1.5814 1.5900
H-S
1s 0.11264 0.1122 0.1114 0.1121 0.1121 0.1121
2s 0.51851 0.5164 0.4920 0.5055 0.5054 0.5055
2p1/2 0.49244 0.4898 0.4518 0.4858 0.4849 0.4718
2p3/2 0.49199 0.4924 0.4543 0.4874 0.4741 0.4872
2p3/2 0.49115 0.4916 0.4537 0.4888 0.4734 0.4886
3s 2.01947 2.0131 1.7977 1.8194 1.8188 1.8192
2by 2.46290 2.4630 2.1808 2.2097 2.2100 2.2099
5aq 2.33663 2.3378 2.0502 2.0801 2.0828 2.0817
201 2.34674 2.3467 1.9409 1.9790 1.9828 1.9811

A concrete example of a core excitation is given by the nonrelativistic calcula-
tions in Paper [, where strong excitations from carbon 1s to 7* in pentacene were
investigated. Figure shows the lowest unoccupied molecular orbital (LUMO)
of the ground state of pentacene, together with the lowest 1s excited electron or-
bitals, for holes in two different carbon atoms. Two effects can be seen in this
picture. First, there is a polarization of the excited electron orbital around the
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Figure 3.2. The lowest unoccupied Hartree—Fock orbital of pentacene (a) together with
the excited electron orbital of the lowest STEX states, for excitations from carbon 1s, at
the arrow indicated sites [(b) and (c)].

hole, which is expected from the increased effective charge in the core. Second,
the excited electron is prohibited to come too close to the carbon atom with the
hole, due to the repulsion from the polarized valence electrons. This latter ef-
fect is essentially caused by electron correlation, and can never be described at
the uncorrelated RPA level of theory. In STEX the effect is included due to the
core-ionized reference state used for the CIS expansion. The choice of a STEX
reference state for the CIS expansion is a compromise, since the same reference
is used for all the excited states, no matter if the excited electron ends up near
the molecule or far away from it. The separately optimized reference state also
leads to final states that are not orthogonal to the Hartree-Fock ground state. In
an exact treatment all the excited states are orthogonal, because they are eigen-
states of the full Hamiltonian of the system. In the STEX approach the emphasis
is to get as good approximations as possible to both the ground and the excited
states for a computational cost comparable to a single Hartree—Fock iteration, and
so orthogonality is sacrificed for this reason. The nonorthogonality may lead to
gauge dependencies in the transition moments. In practice this is not a problem
for reasonable choices of gauge origin, because the ground and final state overlaps
are small.
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3.3 Successes and failures of time-dependent DFT
for core excitations

Since TDDFT holds great promise in the accurate calculation of x-ray absorption
spectra, and since these calculations are a challenge for the currently available
density functionals, we present detailed analysis of calculations on two simple
systems, the water molecule and the neon atom. In Papers [VIIIX] we have em-
ployed the LB944? and CAMB3LYP"! functionals, since these provide a correct
asymptotic hole-excited electron Coulomb interaction. This is necessary for a
correct description of the Rydberg states, as discussed in Section 2:4.6] In the
case of the LB94 functional this is done through a correction to the ground state
exchange-correlation potential, while the CAMB3LYP functional contains exact
long-range Hartree—Fock exchange. The amount of long range exchange, as well
as parameters of the long range/short range switching function, can be optimized
for particular applications.®!! We have, however, found it necessary to use 100%
long range Hartree-Fock exchange, since only this value gives correct energies of
the high Rydberg states, in which the orbital of the excited electron has a very
large spatial extent. The other parameters of the functional are left at the values
given in Ref. 50, but should in principle be re-optimized as well. This highlights
the interplay between particular applications, such as core excitations, and the
construction of more accurate density functionals.

3.3.1 The restricted excitation channel approximation

In order to analyze the results of the TDDFT x-ray absorption calculations we
have employed the restricted channel approximation. This means that we have
restricted the excitations in Eq. to those involving only the core orbitals
of interest. The reason for doing this is that the typical eigenvalue solvers used
in the diagonalization of E[ work by finding the eigenvalues “bottom up”. It
is therefore important to remove the need to calculate thousands or millions of
valence excitations that are below the core excited states in energy.

The approximation can be motivated from a simple matrix perturbation theory
standpoint, since the core ionization energies, and Kohn—Sham orbital eigenvalues,
are well separated in energy. Since these appear on the diagonal of the electronic
Hessian [Eq. ], and since the off-diagonal elements are typically much smaller
than the core orbital eigenvalues, the effect of neglecting the off-diagonal elements
is small. However, in the case when there are several atoms of the same type the
interactions between the excitations can be important, and we then include all
excitations from e.g. 1s orbitals of these atoms.

Even though the restrict channel approximation works well for the example
calculations in this section, the size of the off diagonal coupling elements is very
much dependent on the molecular system, the character of the excitation, and the
exchange correlation functional used. It is therefore always important to com-
pare the calculation with this approximation to calculations using the complex
polarization propagator, where all excitation channels are included.
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3.3.2 How time-dependent DFT performs in practice

The performance of the commonly used DFT functionals for ground state energies
are well documented in the literature, and similar studies can be found for optical
excitation energies. For x-ray absorption the situation is less clear. In this section
we compare the x-ray absorption spectrum of water, calculated with different
density functionals and with uncorrelated methods. The K edge spectrum of water
has been computed using the channel restricted time-dependent Hartree—Fock, the
local density approximation (LDA),** LB94, and CAMB3YLP as well as the STEX
method. All calculations, except STEX, were performed using the DALTOND3
program, and a triply augmented aug-cc-pVDZ basis set.?4 The STEX calculation
was performed using the implementation described in Paper[[V] but with the non-
relativistic Lévy-Leblond Hamiltonian. Figure shows the calculated spectra.

By comparing the results to the experimental spectrum in the bottom panel we
see that the three first peaks of the spectrum are reasonably well described with
LB94, CAMB3LYP and STEX. RPA does not include the effects of electronic
relaxation, and overestimates the onset of the absorption edge by some 15 eV.
LDA, on the other hand, fails to take into account the Coulomb attraction between
the excited electron and the hole. This leads to a severe underestimation of the
excitation energy. Both RPA and LDA give poor relative energies and intensities,
and so cannot be used for this type of calculation.

While LB94 and CAMB3LYP give rather large absolute errors in the excitation
energies the relative energies and intensities between the peaks of the spectrum
are well reproduced. The absolute error can be corrected using the approach
described in Paper [[X] and is thus of less importance. We note that the STEX
spectrum has an absolute error of about 1 eV, and gives a good agreement with
experiment. In the case of STEX this is achieved by using the molecular orbitals
of the core ionized molecule as a reference state. The virtual orbitals are then
near optimal for describing the core excited states, as can be seen in Table
The LB94 density functional, which uses LDA for the response kernel, works in
a similar way, which can be seen from the virtual orbital weights in Table
A major difference is that while STEX uses orbitals optimized for a core hole
on a particular atom the LB94 functional gives one set of orbitals for the whole
molecule. This leads to size consistency problems, described in Section |3.3.3
The CAMB3LYP functional, on the other hand, works with orbitals more closely
resembling those of the Hartree—Fock ground state (see Figure . Here it is the
long-range exchange interaction of the density functional that is responsible for the
electron-hole Coulomb interaction. This effect can be seen in Table [3.2] where a
strong mixing of the virtual orbitals can be seen for CAMB3LYP, similarly to the
RPA case. The Hartree—Fock orbital of the ion have in this case been calculated in
the equivalent core approximation, but is very similar to the corresponding orbital
used in the STEX calculation.
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Figure 3.3. The oxygen K-edge of water, calculated with TDHF, TDDFT and STEX.
Bottom panel shows the experimental spectrum from Ref.[55. Some calculated absorption
peaks above the ionization threshold are shown in the figure, but these are an artifact of
the finite basis set and have no direct interpretation. The oscillator strengths from the
TDHF (SCF) calculations are drawn at a larger scale.
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Figure 3.4. Contour plots of the first virtual orbital of Bz symmetry of water, in the
plane of the molecule. The calculations were done using SCF and DFT (LDA, LB9%4
and CAMB3LYP functionals). The virtual orbital of core ionized water (SCF ION)
was calculated in the equivalent core approximation. Contour levels and spacings are
indicated in the figures.
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Table 3.2. Properties of the lowest energy K-edge core excitations of water for each
symmetry, calculated using TDHF, TDDFT, and STEX. The weights of the three most

dominant virtual orbitals for each excitation are shown in columns four—six.

Method Energy (eV) fon x 103 Weights (%)
Ay
SCF 551.41 38.83 18 16 14
LDA 506.02 4.38 100 0 0
LB94 532.26 25.10 100 0 0
CAMB3LYP 519.58 8.99 20 16 15
STEX 534.43 5.30 100 0 0
By
SCF 552.05 70.86 39 17 16
LDA 506.84 0.06 100 0 0
LB94 534.07 18.02 100 0 0
CAMB3LYP 521.32 19.24 24 20 16
STEX 536.13 13.54 100 0 0
By
SCF 555.94 26.09 31 23 20
LDA 506.95 0.15 100 0 0
LBY94 535.26 5.53 100 0 0
CAMB3LYP 522.13 6.28 42 20 20
STEX 536.92 3.94 100 0 0

3.3.3 Size consistency of the Coulomb attenuated B3LYP
and LB94 functionals

A reasonable requirement of a quantum chemical method is that it should give the
same results for a calculation on two noninteracting subsystems as two separate
calculations on the subsystems. This condition is typically satisfied by DF'T meth-
ods, but it is sometimes unclear how much the systems have to be separated in
order to give size consistent results. We have performed calculations of K-edge ex-
citation energies of isolated neon, and a system of two well separated neon atoms,
using the CAMB3LYP and LB94 functionals. These functionals do not describe
long-range correlation (dispersion) interaction, and the interaction energies of the
separated atoms are small in both cases (—10~7 a.u. for CAMB3LYP at 10 A,
and —10~% a.u. for LB94 at 20 A). In the case of the time-dependent calculation
the situation is different.

With the use of CAMB3LYP, a Ne-Ne distance of 10 A was sufficient to give
very small atom—atom interaction effects in the excitation spectrum. For L.B94
it was, however, difficult to reach the isolated atom limit, even with an atomic
distance of 20 A, as can be seen in Figure This is due to the way the LB94
exchange correlation potential is constructed. Since the LDA kernel used with
LB94 has negligible effect on the mixing of the virtual orbitals (Table , the
virtual orbitals and their energies can only give correct results in an average sense.
These orbitals come from the single Kohn—Sham Hamiltonian of the ground state
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and can, in general, give correct results only in the limit of Rydberg states. This
is the reason why the functional gives rise to the spurious peaks in Figure (3.5
Similar size-consistency problems have also been noted for more recent functionals
similar to LB94, in the literature.” It is therefore questionable if LB94 and sim-
ilar functionals can be used for the calculation x-ray absorption spectra of large
molecules, even though it gives good results for small molecules (see examples in

Paper [VII)).
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Figure 3.5. X-ray absorption at the K-edge of Ne (top) and Ney (bottom). With the
CAMB3LYP functional (left) the Nes spectrum is almost identical to the Ne spectrum
already at a Ne-Ne distance of 10 A. The LB94 spectrum (right) contains strong spurious
states (indicated by arrows) even at a Ne-Ne distance of 20 A.

3.4 Relativistic effects

Scalar relativistic effects come into play already for the core levels of first row
elements, and significant spin—orbit splitting of the 2p core shell appear in the
second row elements. Relativistic effects in the valence, however, appear strongly
only on the fourth and fifth row. For the case of chemical bonding these effects can
often be captured through the use of effective core potentials, which are fitted to
relativistic calculations and reproduce the correct valence shells. However, when
truly relativistic effects such as spin non-conservation are important for valence
properties it may be necessary to employ a relativistic method already at the
fourth row (see examples in Papers [XI|and [XIII). In order to show how relativistic
effects come into play in the areas relevant for this thesis we will present some
sample calculations where the relativistic effects are highlighted.
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Figure 3.6. Hartree—Fock orbital energy levels (red bars) and radius expectation val-
ues (green dots) of radon, calculated using the non-relativistic Lévy-Leblond Hamiltonian
(LL), the spin free (SF) Hamiltonian of Ref.[57, the infinite order two component approx-
imation with atomic mean field spin-orbit interaction (2C),% the Dirac-Coulumb four-
component Hamiltonian with approximate small-small integrals (DCLV), exact Dirac—
Coulomb interaction (DC), the 2C approximation including Gaunt interaction (2C+G),
and the full Dirac-Coulomb-Gaunt Hamiltonian (DCG).
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3.4.1 Relativistic effects in the radon atom

With an atomic number of 86 radon is the heaviest naturally occurring noble gas,
and shows strong relativistic effects both in the core and valence. It is therefore
a good target for comparing the performance of different approximate relativistic
Hamiltonians. The reason for the interest in approximate Hamiltonians is that a
full Dirac-Coulomb-Breit calculation requires the calculation of a large number
of complicated two electron integrals, which can make a relativistic calculation
at least 25 times more expensive than a corresponding non-relativistic calculation
(See Paper. Therefore it is very important to find a good compromise between
accuracy and computational effort, and we will see that this is indeed possible for
the properties of interest for this thesis. The Hartree-Fock wave function was
optimized using a hierarchy of more accurate relativistic Hamiltonians, using an
uncontracted [30s26p17d11f] basis set by Dyall.® This basis set is optimized for
the relativistic calculation, but since it is uncontracted it is flexible enough to
allow the orbitals to deviate from their fully relativistic shape.

We then compare the Hartree—Fock orbital energies and the radial expectation

values <r2>1/ ? of the occupied canonical orbitals. The results are presented in
Figure|3.6] For the s shells we can observe a large shift in energy, as the electrons
become more tightly bound due to scalar relativistic effects. It is therefore not
surprising that this shift is well reproduced already using the spin free Hamiltonian.
For the 1s orbital there are noticeable contributions to the energy also from the
Gaunt term. The radial expectation values show a relativistic contraction which is
important in both the core and the valence, an effect that is well reproduced with
the scalar relativistic spin free Hamiltonian. For p and higher orbitals the spin—
orbit coupling causes a split of both energies and radial expectation values, with
the anti-parallel spin/angular momentum combinations (i.e. 2p;/s,3ds/s, etc.)
being both lower in energy and of smaller radius. A small effect of the Gaunt term
can be seen on the 3p radial expectation values and energies. In the valence region,
we see that the large effects of spin—orbit coupling on the 6p orbitals makes scalar
relativistic approaches fruitless when it comes to accurate calculation of properties
such as valence excitations.

3.4.2 Relativistic effect in x-ray spectroscopy — The argon
L-edge

Argon is a suitable model system for studying excitations from the 2p shell. Accu-
rate experimental data is available, and since argon is atomic there are no vibra-
tional effects that complicate the analysis. The spin—orbit coupling of the argon
2p shell is 2.1 eV, large enough to be important but not so large that coupling
between excitations from 2p; /5 and 2p3/, can be neglected.

Spin-other orbit effects in the argon 2p shell

The Hamiltonians used in the papers in this thesis have not included the interac-
tion between electron spin and the currents of the other electrons, the so-called
spin-other orbit interaction. While this effect might at first glance appear very
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large, we have to consider that the two electrons of each Kramers pair have oppo-
site and cancelling currents. This leaves only the interaction between the spin of
each electron and the current of its Kramers partner, in the closed-shell Hartree—
Fock approximation. In Paper [V] we find an overestimation of the total sulfur
2p spin—orbit splitting by 70 meV, or 6%, with the Dirac—Coulomb Hamiltonian.
Similar errors are obtained for the argon 2p splitting (Table , which have been
calculated using the Dirac—Coulomb (DC) and the infinite order two-component
(I0TC) Douglas—Kroll-Hess Hamiltonians, with and without the Gaunt (G) in-
teraction term, and the basis set described in Section [3.4.2l In the case of the
IOTC Hamiltonian the spin—orbit integrals are evaluated using the atomic mean
field approximation.®? As can be seen the inclusion of spin—other orbit interac-
tions though the Gaunt term in the Hamiltonian reduces the spin—orbit splitting
by some 4%, and brings the values much closer to the experiment. The absolute
effect of spin—other orbit on the splitting is to lower the splitting by 80 meV.

While the spin—other orbit effect is important for the calculation of very accu-
rate XPS and XAS spectra, the errors introduced by omitting this effect are of the
same order as the effects of electron correlation. The importance of proper cor-
relation treatment for very accurate XPS calculations of molecular field splitting
of the 2p shell is well understood, %! and similar effects can be expected also for
the spin—orbit splitting.%? A more detailed comparison of the spin—orbit treatment
with different Hamiltonians can be found in Ref. [58]

Table 3.3. The 2p, /, and 2ps,, ionization energies of argon, and the spin-orbit splitting,
as measured® and calculated at the average-of-configuration ASCF level of theory. Re-
sults excluding (IOTC, DC) and including (IOTC+G, DCG) spin—other orbit interaction
are presented. The energies are given in eV.

10TC DC I0TC+G DCG Expt.
2p;/12 250.4538 250.4741 250.3976 250.2631
2p5/12 248.2366 248.2620 248.2642 248.1364
ASO 2.2171 2.2121 2.1333 2.1267 2.147(6)

X-ray absorption spectrum

The x-ray absorption spectrum of argon gas is a good test-case for the relativistic
STEX approximation. It is simple to analyze because each excited state can be
labeled with the total angular momentum quantum number J. The experimental
spectrum is also very well resolved due to the complete lack of vibrational struc-
ture. All calculations in this section were performed with the DIRAC program,
using a decontracted aug-cc-pCVQZ basis set,% augmented with diffuse func-
tions, giving a total of (25s21p16d9f|25521p16d9f) large component basis func-
tions. This basis is not sufficient for very diffuse Rydberg states, but it is sufficient
for the individually resolved states of the experimental spectrum, 4s, 5s, 3d, 4d and
5d. The reference state was an average-of-configuration optimized state with five
electrons in the six 2p orbitals. A schematic picture of the electronic configuration
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Figure 3.7. Schematic picture of the orbitals energies of the argon atom. The ex-
citations responsible for the strong experimental absorption peaks are drawn in the
picture. The spin-orbit splitting numbers for the occupied orbitals are take from the
Dirac-Hartree—Fock ground state, while the split of the virtual 4p orbitals comes from
the core-ionized STEX reference state.

of the ground state, and the virtual orbitals of the core ionized state, is shown in
Figure 3.7

The experimental spectrum in Figure[3.8] shows the part of the spectrum below
the ionization energy of 2ps/, electrons, about 248.2 eV. Above this energy the
real, continuous, absorption spectrum cannot be directly taken from the STEX
calculation, because the results are very much dependent on the basis set. Using a
gaussian type orbital basis set, it is difficult to approximate the true wave function
of the photoelectron, which has an infinite number of nodes. However, in this
section we are looking only at the spectrum below the ionization threshold.

The virtual canonical Hartree—Fock orbitals are not very good at giving com-
pact CIS expansions, because they “feel” the potential of a neutral system and are
thus too diffuse. The virtual orbitals of the core-ionized reference state, on the
other hand, give a very compact description of the excited states. It is thus easy to
label each excited state by the orbital(s) that the excited electron occupies. The
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first absorption peak, labeled 4s, in the argon L-edge spectrum is due to excita-
tions from the four 2p3/, orbitals to the two empty 4s orbitals. The coupling of the
angular momentum of the excited electron and the remaining electron in the core
gives a total of 4 x 2 = 3+ 5 excited states, three states with J = 1 and five states
with J = 2. Before the excitation the total angular momentum of the argon atom
and the photon is one, and because of the conservation of angular momentum it
is then only possible to excite the atom into an electronic state with J = 1.

The next absorption peak, 4s’, is due to excitations from the two 2p; 5 spin
orbitals into the empty 4s orbital. This peak is separated from the first 4s absorp-
tion peak by the spin orbit splitting and exchange effects. The exchange effects
are small, but they are mentioned here because they become more important for
elements with a smaller spin-orbit splitting, for example the sulfur atom. The cou-
pling of the angular momentum of the excited electron and the remaining electron
in the core gives one J = 0 state and three degenerate J = 1 states, where again
only the J = 1 states are visible in the spectrum.

In Figure [3.9] it is shown how the nonrelativistic 2p — 4s singlet and triplet
states separate into states better labeled as 2ps/; — 4s and 2p; /o — 4s’. In the
case of argon, with a calculated spin-orbit splitting of 2.23 €V, the mixing between
excitations from 2psz/, and 2p; /o is neglegible, although the J = 1 states are in
principle free to mix due to exchange interaction. Also shown in Figure is the
effect of increasing the speed of light to four times its real value, ¢ = 4¢y. In this
case the spin-orbit splitting is much smaller, and the exchange interaction between
the J = 1 states favours a singlet/triplet splitting, because exchange interaction
favours parallel spins. Because of this mixing the main part of the absorption
intensity is shifted to the upper, low spin, states. In the fully relativistic case the
intensity ratio is fs/fs = 2.34, compared to fs/fs = 1.01 in the case of ¢ = 4cy.
The labeling fy is retained here for the J = 1 states of higher energy, even though
this state may be a mixture of configurations with holes in 2p3,5 and 2p; /5. In
the nonrelativistic limit the ratio is 0, since no absorption occurs to the high-spin
triplet states. That the relativistic ratio is actually greater than two, indicates
that some intensity is borrowed from 4s’ by the nearby 5s and 3d states.

In Section the exchange splitting of the J = 0 and J = 1 states in excita-
tions from 2p; /5 to an s state was calculated to be one third of the nonrelativistic
exchange splitting. This calculation was performed with the assumption that the
spin-orbit splitting has no effect on the total electron density. In the relativistic
calculation this is only approximatively true, and therefore there is a small de-
viation from the predicted splittings. Another reason for this deviation may be
a mixing between 4s’ and close-lying J = 1 states. The calculated splittings are
shown in Figure 3.9
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Figure 3.9. The effect of relativity on the 2p — 4s excitations in argon. As the speed
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picture), the spin orbit splitting increases to 2.23 eV, and breaks singlet/triplet state
symmetry. The letter K indicates mixing due to exchange interaction. Also shown are
schematic illustrations of the angular momenta in the core and valence, which couple to
give the total angular momentum quantum number J.

After the 4s and 4s’ states follows as series of 2p3/, — d excitations, converging
in a Rydberg series towards the ionization limit. At the high-energy part of the
spectrum the basis set is insufficient to resolve all, or even a majority, of the excited
states. The s states above 4s’ contribute only a small amount of intensity, and are
not further discussed here.

The general agreement between the experiment and the STEX spectrum of the
argon L-edge is very good, considering the single reference state used in STEX.
The overestimated screening introduced by the complete removal of one electron
during the optimization of the reference state, results in a compression of the
spectrum. This gives a somewhat too good an agreement for the 4s peak; a
more fair comparision would be to shift the STEX spectrum up in energy by
about 0.25 eV to align the ionization thresholds. The gap between the 4s and 4s’
peaks is overestimated, and the gap between 4s’ and 3d is too small. This is at
least partly due to the overestimation of spin-orbit splitting in the Dirac—Coulomb
Hamiltonian used for the calculation. The spin—other orbit interaction will reduce
the total spin orbit splitting. The exchange interaction effects discussed above
are general features of L-edge NEXAFS spectra, and are, for the L- edge, most
important for second row elements. There the spin—orbit splitting is large enough
to be important, but not so large that the exchange interaction can be neglected.
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Figure 3.10. The singly excited configurations generated in a CIS calculation with a
single pair of occupied orbitals and a single pair of virtual orbitals. The orbitals are not,
in general, spin-eigenstates in a relativistic treatment.

3.4.3 Exchange effects on absorption peak spin—orbit split-
tings

In order to understand the exchange effects on the apparent spin—orbit splittings
between core excited states we will perform a minimal configuration interaction
singles (CIS) calculation. One hole orbital (one pair of spin orbitals) and one
virtual spin orbital pair are enough to demonstrate the origins of this effect. In
CIS the excited electronic states are found as linear combinations of singly excited
determinants (configurations), all generated from a single reference determinant.
The idea is illustrated in Figure We begin by writing down the Hamiltonian
for these states, and later diagonalize it to find the CIS approximation to the time-
independent eigenstates of the system. The CIS Hamiltonian, in the canonical
Hartree—Fock orbital basis, is given by

Har s =Eo+ (0 {_CjAI» |:qATB]7 ﬁo” |0) = Eo+0r70ap(ea —er) (3.3)
+ [(AI|lJB) — (AB|JI)],

where the two electron integral is defined as
(LKD) = [ wlra)eseorp vk aivdrs @.4)

The Fock operator for a closed-shell system is time-reversal symmetric. For this
reason, the orbital energies are doubly degenerate, and the corresponding spinors
of each pair are related through the operation of time-reversal, or the Kramers
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operator K. Arranging the four components of a one-electron spinor as

vhe
Sa o
Yi(r) = Z:L/B = ( if ) (3.5)
Vi

The Kramers operator is defined by its action on a spinor according to

. —%/1’8*
Rty = vit) = (1), (35)
(05

where we have introduced the bar notation on the indices to indicate Kramers
partners. In the following discussion we will use capital indices when referring to a
general spinor, while small indices, with and without bar, are reserved for Kramers
pairs of spinors. We briefly note that K 2oy = 1z = —p;. When the nonrelativistic
limit (spin-eigenstates) is discussed, the convention is that all unbarred indices
refer to the same spin direction.

The introduction of Kramers pairs leads to some special cases of two electron
integrals. For the densities we have

vimes) = (i) (3.7)
ViE)gi(r) € R (3.8)
Wl E)s(r) = ol e =0 (3.9)
S = weeg + o) = (i) (3.10)

Sloowsr) = gl e = = (slowm) B

For the two electron integrals this leads to

(IJIKL) = (KL|IJ)
= (JIILK)*
(ijlkl) = (ij|kl)*
(ijlkl) = —(ijlkD)"
(ijlkD) = (ijlki)*
(IJ|kk) = 0

It is now possible to write down the CIS Hamiltonian for excitations {;, ¢¥;} —
{¥a,a}. Initially we choose to generate the singly excited configurations as
{cj;, (jiu., qug, (j{%} |0). The Hamiltonian then becomes
H = (e, — €; — (aalit)) s + K, (3.12)
where _ _
(ailia) (ailia) (ailia) (ailia)
(ailia) (ailia) (ailia)
(ailia) (ailia)

ailia

(3.13)
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If ¢; and 1), are spin eigenstates (nonrelativistic limit), then the exchange term
K reduces to

(ailia) 0 0 (ailia)
0 0 0 0
KNR — 0o 00 0 (3.14)
(ailia) 0 0 (ailia)

In this case it is easy to see that the eigenstates split up into one singlet state,
(qﬂi + cj;ﬁ> |0), and three degenerate triplet states, with the singlet-triplet split-
ting of 2(ailia). In the general relativistic case, when the orbitals are not spin
eigenstates, the splitting is not so easily determined. We will do the prototypical
case of excitations from the hydrogen-like 2p; /5 orbital to a virtual orbital that is
a spin eigenstate.

Excitations from 2p, /,

The model case of excitations from 2p;/, to a single virtual orbital is useful to
explain the mechanism behind the fine structure of for example the sulfur L edge.
We will use the hydrogen-like spin orbitals, written in terms of spin-eigenstates

Pz, Dy, and p.,

—LYLO 1 1

v =l = ( \/?YM > = =5 (ope Pe D)5 Vi = 2 (P~ pu D)
(3.15)

as the hole orbital, and a spin eigenstate virtual orbital ¢,. Now all products of

barred and unbarred orbitals vanishes, and the exchange part of the CIS Hamil-

tonian can be written as

(az|za) (az|za)
_ 1 (ax|za) + (aylya) —(azx|za) + (aylya)
=3 . oslee) ey (3.16)
0 —(az|za) +i(azlya) (az|za)+i(az|ya)
n f - 0 —2i(ax|ay) —(az|za) — i(az|ya)
3 --- 0 (az|za) Bi(az\ya)

If we assume that 1, is an s-state, so that (ax|az) = (aylya) = (az|za) = (sz|sz)
and (az|ya) = (az|za) = (ay|za) = 0, we get

1 0 0 1
1
K:§(sz\zs) 2 (2) 8 (3.17)
1

This leads to three degenerate states (J = 1) and one single J = 0 state,
of lower energy. The splitting in this case is %(sz|zs), which is one third of the
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nonrelativistic splitting. For excitations from 2p3 5, however, the splitting has the
same value as in the nonrelativistic case, and the net difference lowers the total
energy splitting between the intense absorption peaks of the 2p; /, and 2ps /5 levels.
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Chapter 4

Nonrelativistic calculations
of x-ray absorption in the
gas phase

In this chapter we present results from collaboration with the experimental group
of S. Stranges and coworkers. In Paper [[] we investigate the carbon K-edge absorp-
tion spectra of pentacene. This absorption spectrum was found to be very rich
in details, since the pentacene molecule contains six chemically different carbon
atoms. We are able to identify the absorption peaks as belonging to 1s — 7* and
1s — o* transitions. The theoretical method used (STEX) is able to describe the
electronic relaxation due to the core hole in the excited states, and gives a reason-
able agreement with experiment. We do, however, completely neglect vibrational
effects on the spectrum, which can have a major impact on the finer details of the
absorption.

In Papers [[I] and [[TT] we perform calculations on the x-ray absorption spectrum
of the CH3 and CD3 radicals. Here we take a different view than for pentacene,
which had a very rich electronic absorption spectrum. In the case of CHg the elec-
tronic spectrum is very simple, with a single strong electronic peak correspond-
ing to the 1s — laj excitation. The equivalent core counterpart of the excited
molecule is ammonia, NHj3, which has a pyramidal structure. The ground state
CHjs molecule, on the other hand, is flat, and the excitation thus induces strong
vibrations in the excited molecules. The vibrational levels are clearly resolved in
experiment, and we have performed calculations of the vibrational dynamics. The
potential energy surfaces (PES) of the ground and excited states are very shallow,
with a double well structure for the excited state, and requires a treatment beyond
the harmonic approximation. We have calculated the PES using a state-specific
DFT approach, and performed the vibrational calculations using the program de-
scribed in Appendix [Bl The results of the calculations agree with the experiment
to a remarkable degree, and allow us to extract a large amount of information
about the PES from the experimental spectrum.
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The C K-edge photoabsorption ands kore-level photoemission of pentacef@,,Hi,) free
molecules are experimentally measured, and calculated by self-consistent-field and static-exchange
approximationab initio methods. Six nonequivalent C atoms present in the molecule contribute to
the C X photoemission spectrum. The complex near-edge structures of the cKreoige
absorption spectrum present two main groups of discrete transitions between 283 and 288 eV
photon energy, due to absorption 40 virtual orbitals, and broader structures at higher energy,
involving ¢ virtual orbitals. The sharp absorption structures tothempty orbitals lay well below

the thresholds for the Cslionizations, caused by strong excitonic and localization effects. We can
definitely explain the G<-edge absorption spectrum as due to both fimatual) and initial (core

orbital effects, mainly involving excitations to the two lowest-unoccupied molecular orbitats of
symmetry, from the six chemically shifted G tore orbitals. €005 American Institute of Physics

[DOI: 10.1063/1.1864852

I. INTRODUCTION Within this context, a careful study of pentacene molecule in
the gas phase by means of inner shell excitation spectroscopy
PentacenéCyH,, schematically presented in Figl 5 and core-level photoelectron spectroscopy, and understand-
an aromatic hydrocarbon that can be used as model molecuileg of its fundamental properties, constitute an indispensable
for studying electronic processes in organic materials, whicheference for studying pentacene molecules adsorbed on sur-
are receiving increasing attention as prototype hybricfaces. Furthermore, theoretical calculations of the electronic
devices'™ Several studies were recently devoted to thestructure and simulation of the inner shell spectra accompa-
structural and electronic properties of regular ordered arrayaying the experimental measurements are also demanding, in
of pentacene layers grown on surfae€ The knowledge of  order to obtain symmetries, orbital character, and to identify
the molecular configuration, arrangement, and orientatiorthe presence of initial and final orbital effects in the absorp-
with respect to the surface, are crucial issues for correlatingion spectrzf.6
the electronic structure with the molecular geoméfffl:r’ Owing to the molecular symmetry, and to the linear and

0021-9606/2005/122(12)/124305/6/$22.50 122, 124305-1 © 2005 American Institute of Physics
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The general layout of the beam line and details of the experi-
mental end-station have been described elsewlere.
Pentacene vapor was introduced in the ultra-high-
vacuum measurement chamber, by using a resistively heated
anti-inductively wound stainless steel oven, which was kept
at a constant temperatu¢e-200 ° Q) during the experiment.
The pentacene powder sample was of commercial purity, as
purchased by Aldricti94.8%); and it was purified by subse-
guent sublimation cycles. High-resolution valence UPS were
Z'G_- 1-| S‘Ef?m;t:]cq Szermf; 0;1?; Ddefxzfnﬂi?img) n}g'ﬁ“'?ﬂe{ﬁix n:n';al recorded and found in very good agreement with those re-
e yalent & afoms are numbere 0 6, starting e ¢ %ongd in the literatur?’ thus ensuring the purity of the
sublimated molecule.

The experimental setup consists of an ion extractor and
flat shape of polyacend®-acenes, series of bonded aro-  an electron spectrometer, both mounted at magic angles with
matic rings, near-edge x-ray absorption fine structure specrespect to the polarization plane of the radiati6a.79, and
troscopy (NEXAFS) investigations at their & edges can perpendicular to the directions of the photon beam and the
give important advices to this structural issue. Howeverhigh-temperature molecular beam. The ion extractor effi-
even though this approach has been successfully used to digently detects ions produced in the interaction region over
entangle the adsorption geometries of several polyadémes the whole solid angle of emission, thus allowing the
cluding benzeneon different surfaces, still open fundamen- NEXAFS spectrum to be recorded as total ion yield. The
tal questions remain about thelGedge resonances, such asinteraction region is surrounded by a grounded cooling
which are the final empty orbitals involved in the jacket to minimize vapor contamination. The same experi-
transitions'®*and whether there is an initial orbital depen- mental setup can be used to measure NEXAFS, XPS, and
dence in the core level-to-empty state transition at polyUps spectra of high-temperature vapors.
acenes longer than benzene, due to the presence of non- The hemispherical electron spectrometer operated in
equivalent C atoméef While there are valence ultraviolet constant pass-energy mode is a commercial analyzer
photoelectron specti@P$S and ionization energy values for (50 mm mean radigsequipped with 1.5 mm entrance and
the valence electronic state8] theoretical predictions and a exit sits, thus providing an electron resolution of about 1.5%
precise experimental knowledge of theKSshell NEXAFS,  of the selected pass energy. In the case of the XPS spectra,
and x-ray photoelectron spectsPS) from pentacene in the - the spectrometer resolution was about 150 and 270 meV at
gas phase, are still lacking. 10 and 15 eV pass energy, respectively, and the overall in-

In this paper, we present a joint experimental and theostrumental resolutioriphoton and analyzgmwas about 180
retical study of core-level photoabsorption and ionizationand 310 meV at 10 and 15 eV pass energy, respectively. The
processes of the pentacene free molecule. Thi-€ige  resolution for the total-ion-yield NEXAFS spectra was deter-
NEXAFS spectrum recorded as total-ion-yield and thesC 1 mined by the beam-line resolution, i.e., by the slit setting of
x-ray photoexcitation, have been stimulated by synchrotrofhe monochromator. Typical resolving power for the beam
radiation with high resolution. The empty molecular orbitals|ine is about 10 000, although higher resolution is easily ob-
involved in the photoabsorption, and the €Hased orbitals  tajned in the photon energy range of interest. The photon
ionized in the XPS spectrum have thus been measured. Thgsolution used in the experiment to record thek@dge
theoretical calculation of photoabsorption is performed byNEXAFS spectra was-30 meV.
the static-exchangéSTEX) approactf?*® including a num- The photon energy scale in thetGedge NEXAFS spec-
ber of virtual orbitals and excitations from the different € 1 tra was calibrated using the known excitation energies of
initial orbitals associated to the six groups of nonequivalenicH,, which was admitted through a stainless steel hypoder-
C atoms present in the molecule. This combined study allowgnjc needle mounted perpendicular to the vapor beam. The
the precise attribution of the several high-resolution resonarfentacene XPS spectrum was calibrated by simultaneously
features measured in the NEXAFS spectrum to the differentecording the CQXPS spectrum. The signal statistics of the
low energy core excitations, bringing to light the importancexps spectrum was significantly improved by a multiscan
of considering both the six different chemical shifted com-procedure, where the pentacene XPS spectrum was recorded
ponents and a number of virtual orbitals, contributing to thealong with the CQ spectrum to allow an accurate summing
photoabsorption spectrum. of single-scan data.

B. Computational details
Il. EXPERIMENTAL AND THEORETICAL DETAILS

A. Experiment lT_he calculations for peptaceng have been performed by
. ab initio methods: self-consistent fie[CH and STEX ap-
The experiments have been carried out using theroximation implemented by a direct approé@ﬁ.gThis isa
angular-resolved photoelectron spectroscdpiRPES end  separate state calculation, in which the ground state is ap-
station of the high-resolution gas phase photoemission beaproximated by the SCF wave function, while the excited

line at the Elettra Synchrotron Laboratofyrieste, Italy. state is approximated by the coupling of a target ionic state
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Binding Energy (eV)
290.0 2895

g
Experimental

and an excited orbital optimized in the static field of the
molecular ion. The full, discrete, and continuum, x-ray pho-
toabsorption spectrum for each core-excitation site is then
obtained from singly excited configurations using the virtual
orbitals of the specific core-ionized system. These virtual
orbitals are the eigenvectors of a one-particle Hamiltonian
that describes the motion of the excited electron in the field
of the remaining molecular ion corresponding to a specific
core hole. A standard orbital basis set for the calculation of
the referencéground and core ioniz¢dtates is extended by
several additional diffuse functions centered at the ionized
site, by a so-called double basis set technique for the projec-
tion of the optimized virtual orbitals. Electronic relaxation
around the core hole is taken into account by th®&CF
procedure, i.e., separate calculations for the ground and core-
ionized states, and it is assumed to be independent of the
excited electron, with the excitation levels converging to a
common ionization limit. The interchannel coupling between
different core-excitation channels is neglected because of the
significant energy and/or spatial separation between core
holes in most of the molecular systems. Neglecting electron
correlation effects and the effect of screening of the excited
electron, STEX is evidently more suitable for those excited
states that can be reasonably described by “single excita-
tions,” and, among those, for high energy excited states of
Rydberg or continuum character. For the lowest core excited
states of valence, often af character, the missing screening
results in energy errors of-1-2 eV. Calculations of the
reference ground and core-ionized/excited states were carried

2910 2905 289.0 2885

. L]
.

Intensity (arb. units)

Intensity (arb. units)

290.0 280.5  289.0

Binding Energy {(eV)

2010  290.5 288.5

out employing the PVTZ basis sé£[5s, 3p, 1d], H[3s, 1p)),
i.e., triple zeta plus polarizing and diffuse functions. Tais

FIG. 2. XPS spectrum of the Gskore level of pentacene in the gas phase.
Top: experimental spectrum. Bottom: raw and convoluted theoretical data.

initio method is well suited for such large molecules. Geom-Vertical bars correspond to the six nonequivalent chemically shifted C atoms

labeling as in Fig. J the convolution curve is obtained with Voigt function

etry optimization of pen_tacene haSA been performeAd b Gaussian—Lorentzian, see textheoretical data rigidly shifted by -0.4 eV
ground state SCF calculations employing general atomic an@wards higher binding energy.
molecular electronic structure systd@AMESS (Ref. 31)]
and the TZV basis seiC[5s,3p],H[3s]). In the optimized
pentacene structure, that is planar, there are six nonequiv¥0igt curves(Gaussian and Lorentzian convolutjpin order
lent C atoms, numbered from 1 to 6 in Fig. 1, starting fromt® compare them with the experimental spectrum, taking into
the central C atom. account the experimental resolution, the core-hole lifetime
and the vibrational broadening of the bands. In particular, we
took 0.18 eV full width at half maximum as the Gaussian
contribution (overall experimental broadeningnd 0.28 eV
as Lorentzian width, the latter width accounting for the core-
hole lifetime and for the enveloped vibronic structure. The
the gas phase taken at 320 eV photon energy is shown in Fiyjeoretical. determin_ation of the independent contributions
2, along with the result of thASCF calculations of the core "M Fhe SIX none_quwalent C atoms of pentacene, allows to
ionization potential considering the six nonequivalent C at-xPlain the experimental Csband shape as due to the pres-
oms present in the moleculabel on each bar refers to the C €Nce of the C ¢ peaks manifold. In particular, the C atom in
site that is ionized/core excited according to the labeling rethe mid-top positiortatom 3 presents the highest chemical
ported in Fig. 1. The experimental spectrum presents twosShift (about 0.9 eV with respect to the C atoms in the val-
main broad structures, whose width0.65 eV for each fea- leys(atoms 2 and 4, in bottom positionghe C atom Gend
ture) is clearly wider than the actual overall experimental€xternal atom in the molecyl@resents an intermediate en-
energy resolutiori0.18 e\). The apparent broadening can be €rgy shift(about 0.7 eV despite its bottom position, as well
expected in large molecules with many low energy vibra-as C atom in top position), due to their different bonding
tional modes? while a minor contribution to the spectral environment. We exclude in the G $pectral feature of Fig.
broadening may also derive from the postcollisional effect?2 the possible presence of satellites due to shake-up transi-
due to the photoelectron/Auger electron transfer. tions between the highest-occupied molecular orbital and the
The original theoretical data presented as bar diagram ifowest-unoccupied molecular orbitdlUMO), as observed
the lower part of Fig. 2, have also been convoluted withfor other organic molecules such as phthalocyan?ﬁéxe—

Ill. RESULTS AND DISCUSSION
A. C 1s XPS data

The C Is x-ray photoelectron spectrum of pentacene in
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FIG. 3. NEXAFS spectrum of the & edge of gas-phase pentacene, in the FIG- 4. Experimental NEXAFS spectrum in the low energy regidatted
energy region of absorption to° and o’ virtual orbitals. line), and theoretical datévertical bar diagram numbers refer to the six

nonequivalent initial state C atoms. Theoretical data rigidly shifted by
-2.1 eV, for comparison with the experimental spectrum.
cause such structures would result in a distinct peak strongly

hifted, b ble to th f - - ) "
tsacl,e‘rie' Y an energy comparable to the energy gap o perbeen collected in high-resolution conditions and shows a
) arge number of peaks that are closely matched by the theo-

The theoretical data show an overall agreement with thé iical Its. allowi bl . t of th :
experiment, comparing the envelope of the €manifold retical results, aflowing a reasonable assignment ol the main

line shape, in particular, regarding the grougéc®) contri- structures in the 283-288 eV energy region, in terms of elec-

butions with respect to the,4) and (5,6), while the energy tronic core excitations at different C atoms and to various

and intensity distribution has some discrepancy, such as thv'rtua}l orbitals. In order to interpret the several compongnts
intensity of contributions from the C atoms in positions g constituents of the NEXAFS spectrum, we have fo consider

and 3, which is overestimated in the calculation. The impor-nOt only the LUMO ofz symmetry as virtual final state, but

tance of the chemical shift in explaining the broad twofold also hl_ghtlerdlylnbg f'nﬁl stqteSLU_MO+1,LU_MO|+2).hThe |
XPS spectrum has been observed in previous calculations félpeoreuoa atdbars have intensity proportional to the cal-

shorter polyacene2§ obtaining analogous behavior of the culated oscillator strength, and the number from 1 to 6 labels
core ionization potentials. We underline that the chemicthe C atom where the localized core orbital involved in the

shifts of the C % core orbitals calculated in the ground stateSpec'f'C transition is locate(C atom position as in Fig.)1

are smaller than 0.35 eV over all the sites. Larger shifts, aé«ccord_lng_to the previous d_|scu_sswn about th_e missing
screening in the STEX approximation, the theoretical excita-

observed in the experimental data, are due to the “final state’ . SN
effect and they could be obtained including electron relaxion energies are c_ompressed toward the ionization threshold,
ation around the localized core hole. The information ob-and. have been' shlﬁeqtgyts common valtueTohf -2l e\( for ?nl
tained so far is determinant for the subsequent interpretatioi’zfsISIer comparnson wi € expenment. The experimenta
of the inner shell excitation spectra. peak position and the theoretically estimated transition ener-
gies(as they are and shifted by -2.1 eV to fit the datae
collected in Table I, along with the proposed assignment,

B. C K-edge NEXAFS namely, the transition from theskore level of each particu-

The high-resolution NEXAFS spectrum at thekGedge lar C atom to each specific virtual orbital. The rigid shift is
for pentacene in the gas phase is shown in Fig. 3. The ex-
perimental data show the presence of various resonances TABLE I. Free pentacenéC;,H;,) C K-edge transition energie eV).

the near-edge signal, with two main manifolds in the Experimental energy position, theoretical transition energies obtained in the

283-288 eV photon energy range, and three broad featurL§STE)< approximation shifted by -2.1 eV, rough theoretical values, and pro-

osed attribution from the Cslof the specific labeled atom to the proposed

at higher energy, with maxima at 294.5, 300.5, and 306.5 e\[:mply level.
respectively. Due to the energy position of the observed

structures, we attribute the strong and well resolved manifold Experimental Theoretical
of discrete resonances below 290 eV to the excitation from (+0.05eV (-2.1eVshifp  Theoretical Attribution
the C I level to thg emptyr orbitals, while thel 'three 283.65 283.64 285.74 L LUMO
broader features at higher energy are due to transition to the g3 g5 283.81 285.91 3LUMO
o" orbitals. This attribution is consistent with x-ray absorp- 284.25 284.48 286.58 5LUMO
tion data taken on pentacene condensed as a thick%imd 284.4 284.57 286.67 6 LUMO
with analogous absorption structure observed for condensed 284.7 284.84 286.94 4LUMO
anthracene thin film& The energy position and the strong 285 285 287.1 2:LUMO
sharpness of the” resonances is a clear indication of strong 2858 285.94 288.04 2LUMO+1
localization of the excitation in the absorption procéeseci- 285.95 2862 288.3 SLUMO+1
286.05 286.35 288.45 “4LUMO+1

tonic effec} indicating strong correlation.

A comparison between the experimentdbtted line 286.35 286.39 288.49 “6LUMO+1
’ . ; 286.6 286.45 288.55 5LUMO+1
and theoreticalvertical barg NEXAFS spectra in the energy 2871 286.92 289,02 HLUMO+1

region'of Fhe discrete spectrum below the first core ionization  ,g7 35 28734 289.44 3LUMO+1
potential is presented in Fig. 4. The NEXAFS spectrum has




Paper 1 69

124305-5 Spectra of gas-phase pentacene J. Chem. Phys. 122, 124305 (2005)

expected as compensation of the missing screening in th&pectrum, due to the six independent C atoms in the penta-
adopted approximation. Once shifted, the theoretical valuesene molecule, whose chemical shift gives origin to a fine
are in good agreement with the experimental energy posistructure in the two main NEXAFS absorption structures,
tions. It is worth noting that the theoretical and experimentalassigned to excitations mainly involving the LUMO and
energy differencé3.7 eV) between the first and last transi- LUMO+1 =" orbitals, respectively. We could thus explain
tion to the s molecular orbitals coincide. the details of NEXAFS spectrum of pentacene as a free mol-
The first manifold of calculated components ecule in terms of both initialcore and final(virtual) orbital
(283.5-285.5 eV energy rang@volves discrete transitions effects.
from the core orbital at the specific labeled C atom to the
first LUMO of 7~ symmetry (excited orbital orthogonal to
the molecular plane the second group of transitions
(285.5-287 eV involves the LUMO+1 of 7~ symmetry, ACKNOWLEDGMENTS
and there is also a small contribution of the LUMO+2 vir- o
tual orbital in the calculated transition at highest energy ~ The authors thank the ELETTRA synchrotron radiation
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A detailed study of the umbrellalike vibration in inner-shell spectroscopy is presented. The high-resolution
x-ray absorption spectrum for the lowest lying core excitation of the CHj free radical was recorded. High
quality potential energy surfaces (PES) for the initial and final states of the transition were calculated as a
function of the symmetrical stretching and the umbrella deformation coordinates. The strong anharmonicity
along the umbrella coordinate in the double-well region of the PES of the core excited state has a strong effect
on the bending vibrational progressions. The excellent agreement between the experiment and theory allows an
accurate spectroscopic characterization of the vibrational structure of the electronic transition, and the estima-

tion of the umbrella inversion time of 149 fs.

DOI: 10.1103/PhysRevA.76.022509

L INTRODUCTION

Recent developments in soft x-ray sources provide high
resolution and intense light which gives new opportunities to
study inner-shell excitation and ionization processes in free
molecules [1,2]. The improved energy resolution allows in-
vestigation of previously inaccessible spectral fine structure
[3-5]; however, detailed studies of vibrational structures in
the x-ray absorption spectrum (XAS) of polyatomic mol-
ecules are still particularly difficult. Core excited states relax
rapidly by Auger decay on the femtosecond scale. In special
cases such as HBr [6], HCI [7], and others a repulsive po-
tential energy surface is reached upon excitation of a core
electron into a strongly antibonding virtual molecular orbital
(MO). Then neutral dissociation can compete efficiently with
electronic relaxation, affecting the decay dynamics. The

1050-2947/2007/76(2)/022509(5)

022509-1
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short-lived nature of such highly excited states manifests it-
self in absorption features exhibiting large spectral broaden-
ing. This makes the vibrational structure difficult to resolve.
For polyatomic molecules, which are characterized by mul-
tidimensional potential energy surfaces, the molecular shape
(symmetry) may also change upon inner-shell excitation. The
large number of vibrational modes that may be involved in
the excitation process makes the study of the vibrational fine
structure especially complex, both from an experimental and
a theoretical point of view [8,9].

A particularly interesting case to study in polyatomic mol-
ecules is the planar« nonplanar molecular deformation of
AX; molecules caused by core-electron excitation at the cen-
tral atom, which produces a symmetry lowering from the D5,
to the Cj, point group. The symmetrical out-of-plane bend-

©2007 The American Physical Society
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ing mode in AX; systems is also called umbrellalike motion.
Effects of this nuclear motion in spectra involving low en-
ergy excitations are well known and have been studied ex-
tensively. The NH; molecule is the simplest and most thor-
oughly investigated example in both the ir [10] and
microwave spectroscopy [11]. The direct observation of such
vibrational effects in inner-shell absorption spectroscopy is
particularly difficult, since the bending vibrational structure
is characterized by small energy spacing, and therefore
masked effectively by the large core-hole lifetime broaden-
ing. Since no cases of detailed experimental characterization
of umbrellalike motion in XAS have been published, the
present study was aimed at investigating such process for a
conveniently selected polyatomic molecule [12]. The lowest-
lying core electron excitation in the CHj free radical was
considered, namely, the process

(la)*(2a))*(1e') 1ay — 1a{(2a))*(1e)*(1a3)?, (1)

where laj is the C ls core orbital and 1} the valence or-
bital, half-filled in the ground-state methyl radical.

II. THEORY

The theoretical description of the vibrational structure in
the XAS of the CH; molecule due to process (1) was per-
formed by first calculating the PES for the 2A'z' ground state
and the ZA; core-excited state, and then considering the vi-
brational motion of the nuclei in these potentials. The mo-
lecular geometry of initial and final states of the transition is
here given in terms of the HCH bond angle «, and CH bond
length r,. The calculated values at equilibrium geometry are
@,=120° and r,=1.078 A for the ZA’z’ ground state, and «,
=114.7° and r,=1.016 A for the core excited A] state. The
CH bond length in the core excited molecule is shortened
significantly and the planar symmetry (Ds;,) deformed ap-
proaching the new pyramidal equilibrium geometry (Cj,).
Although six vibrational modes are possible for the CHj;
molecule, only two of them, the symmetrical stretching and
the symmetrical bending (umbrellalike mode), preserve the
C;, symmetry and allow the equilibrium geometry change.
In the Born-Oppenheimer (BO) and Franck-Condon (FC) ap-
proximations, considering the symmetry of the initial
(ground) and final electronic states, the only vibrational
modes that are active, according to the selection rules, are the
symmetric modes. The PES of the initial and final states of
the transition were calculated as a function of the CH bond
length and the bending angle # measured as the deviation
from the planar structure. The PESs were calculated using
spin-restricted density functional theory with the Becke
three-parameter Lee-Yang-Parr hybrid functional (B3LYP)
[13] and the augmented correlation consistent polarized va-
lence triple-zeta (aug-cc-pVTZ) [14] basis set, using the DAL-
TON program [15]. The core excited state was explicitly op-
timized by imposing the ls core hole as a condition on the
Kohn-Sham wave function. This approach is well established
for the core excited states [16]. The PES for the excited state
exhibits a double-well structure, which is characterized by a
very small inversion barrier of 45 meV. Adopting the BO
approximation, the FC factors for the electronic excitation in
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Eq. (1) were calculated by separating the nuclear wave func-
tion W into two parts, one containing the two Cs, symmetry
preserving nuclear displacement coordinates ¢; and g,, the
other containing the rest of the system, W (g, -..,qs)
=W(q,,9,) X ¥’ (q3, ...,qs). We are thus neglecting the cou-
pling between these two sets of modes. Assuming the system
to be initially in the vibrational ground state with respect to
all normal modes—because the radical molecule is generated
by adiabatic expansion in the supersonic jet—and that the
C3, symmetry of the system is preserved in the excitation,
only the symmetric stretching and bending modes will be
populated by the excitation event. The displacement vectors
of the nuclear ¢; and ¢, coordinates were chosen as the nor-
mal mode vectors of the symmetric stretching and bending
modes for the ground state. These two vectors span the space
of C;, symmetry preserving geometry distortions, and are
preferred to the bond length and bending angle as coordi-
nates for solving the vibrational problem, due to the simpler
form of the kinetic energy term in the Hamiltonian in the ¢,
and ¢, coordinates. The Schrédinger equation for the nuclear
motion in the ¢, and ¢, coordinates was solved using the
Hamiltonian H=-V2/2m,-V3/2m,+V(q,,q,), where m,
and m, are the effective masses of the displacement vectors,
on a regular grid, using cubic interpolation for the potential.
The FC factors were obtained by computing the overlap be-
tween ground-state and core-excited state vibrational wave
functions.

III. EXPERIMENT

The experiments were carried out at the gas phase beam-
line of the storage ring Elettra [17] using the angle-resolved
photoemission spectroscopy (ARPES) end station. The main
vacuum chamber was equipped with a differentially pumped
inner vessel to house a time-of-flight (TOF) 3D-ion-
momentum-coincidence spectrometer [18]. The CH; radical
was generated in a supersonic molecular beam by flash py-
rolysis [19,20] of azomethane seeded in helium. An ion de-
tector was also mounted close to the photon beam at about
30 cm from the skimmer-nozzle region, to record total-ion-
yield (TTY) spectra of the thermalized radical in the expan-
sion chamber, as well as spectra of CH3/CH, gas mixtures
for on line energy calibration. The photon flux for ion signal
normalization was measured using a photodiode. The experi-
mental XAS of the CH; molecule (TIY spectrum) was ob-
tained using different conditions in various experiments.

1V. DISCUSSION

The high resolution TIY spectrum is shown in Fig. 1. The
group of resonant features displayed in the figure is assigned
to the vibrational structure of the lowest-lying core-excited
state of ZA{ symmetry due to the transition in Eq. (1). As the
transition is experimentally observed and theoretically calcu-
lated at approximately 6 eV below the next core-excited
resonance [21], the vibrational structure of this transition
does not overlap any other resonant feature in the spectrum.
Figure 1 shows a dominant vibrational progression made of
four components of decreasing intensity with large energy
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FIG. 1. The experimental high resolution XAS of CHj3. The best
fit of the spectrum shows the twelve Voigt components (bars) de-
scribing the symmetrical stretching and bending vibrational pro-
gressions. The core-hole lifetime found as a free fit parameter is
I';=87+5 meV.

separations. This progression is assigned to excitation of the
symmetrical stretching mode v;(a;). The vibrational compo-
nents display an asymmetric profile with a tail on the high-
energy side. Barely visible shoulders can be discerned on the
high-energy flank of the two most intense components. This
band structure can be ascribed to the convolution of an un-
resolved vibrational progression characterized by compo-
nents with small energy separations. This is typical of bend-
ing progressions and it is therefore assigned to the excitation
of the symmetrical bending mode »,(a,), the umbrellalike
motion. In this mode only the even vibrational states contrib-
ute to the spectrum, since all the odd states (with an odd
value of the vibrational quantum number v) are symmetry
forbidden. In this case, in fact, the FC factor would be van-
ishing because of the even symmetry of the ground-state vi-
brational wave function. The TIY spectrum is therefore ana-
lyzed in terms of twelve Voigt functions describing the
vibronic states of the stretching and bending progressions.
All functions are assumed to have the same Gaussian and
Lorentzian widths, namely, the monochromator band pass
used in the experiment I';=30 meV and the lifetime intrinsic
broadening I'; used as a free fit parameter. The nonresonant
residual ion signal is also taken into account in the best fit
procedure as a free linear contribution. This background con-
tribution has been subtracted from the spectrum shown in
Fig. 1. The stretching progression in the fit is described by
four Voigt functions located at excitation energies E(0,0),
E(1,0), E(2,0), and E(3,0), while three Voigt functions only
are considered for each bending progression and are located
at energies E(v;,0), E(v,,2), E(v,,4), v;=0, 1, 2, and 3
identifying the specific stretching band. The use of only three
functions for each bending progression is suggested by the
theoretical simulation of the absorption spectrum reported in
Fig. 2. The four vibrational energy levels of the stretching
progression, referred to the zero point energy, are described
in the experimental data analysis by the usual formula
E,~Eyj=wyv-wx(v+1)v, where w, o, and E,
[E(0,0)]—the harmonic vibrational constant, the anhar-
monic coefficient, and the zero point energy—are free fit
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FIG. 2. The calculated XAS of CHj. The theoretical relative
intensities (FCFs) of the symmetrical stretching and bending vibra-
tional progressions are convoluted using the experimental I'; and
I'; parameters for comparison to the experimental XAS in Fig. 1.

parameters, with higher order terms neglected. The same re-
lationship is arbitrarily adopted in the fit of the bending pro-
gression (here v=0,1,2 corresponds to the three allowed
even states), as a convenient general function containing two
parameters, and thus suitable to describe the energy separa-
tions. The same parameters w,(v,) and w,x,(v,) are used in
the spectral analysis of all the four bending progressions, as
suggested by the vibrational energy separations obtained
theoretically. The best fit parameters obtained are
430.4+1.4 meV and 3.5+0.9 meV for w,(v;) and wx.(v)),
and 17.8+0.9 meV and -23.4x0.4 meV for w,(v,) and
w.x,(1,), respectively. The chi-square fit procedure applied
to the experimental TIY spectrum provides simultaneously
the twelve experimental excitation energies [through the free
fit parameters E(0,0), w,(v;) and w.x,(v)), w.(v,) and
w,x,(v,)] and the twelve relative transition intensities, as the
free fit amplitudes of the twelve Voigt functions.

Theoretical values for the same spectroscopic parameters
have been extracted from the theoretical data by applying to
the calculated excitation energy pattern the same formulas
used to fit the experimental data. The results obtained for the
stretching mode are 439.5 and 2.6 meV for o, (v;) and
w.x,(v)), respectively, while for the bending progressions the
values 18.80 meV and -23.9 meV were derived for w,(v,)
and w,x,(1,), respectively.

The computed FC factors are reported in Fig. 2 as bars,
located at the calculated transition energies, with labels
(v},v,) corresponding to the vibrational quantum numbers of
the excited levels for the symmetrical stretching (v;) and
bending (v,) modes. A Voigt function convolution with a
Lorentzian component of 87 meV width (the natural line-
width found experimentally) and a 30 meV Gaussian was
adopted to allow a comparison between the experimental
spectrum (Fig. 1) and the theoretical results. The experimen-
tal parameters obtained by the analysis of several spectra
together with the theoretical spectroscopic data are given in
Table 1.

Figures 1 and 2 and Table I show an overall excellent
agreement between experiment and theory. The absolute ex-
citation energies are in agreement within 0.27 eV, while the
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TABLE 1. Vibrational excitation energies E (meV) and relative
intensities /(v|,v,) for the lowest-lying core-excited state of CHj.
The experimental energies are referred to the adiabatic excitation
energy E(0,0)=281.35+0.04 eV, as measured by calibration with
CH,. Theoretical energies and intensities (FCFs) are based on the
calculated PES of initial and final states of the transition.

State Eexp Iexp chpa Epeor  Iheor  Tineor'
(0,0) 0 100 100 0 100 100
0,2) 661 65+3 67 56.6

(0.4) 1782 5.5+0.5 183 3.8

(1,0) 426+4 59+3 63£3 434 67.3 70
(1,2) 493+5 44+1 500 42.4

(1.4) 6056 41 613 29

(2,0) 849x11 11+4 162 863 18.5 20
(2,2) 915+13 12+1 928 13.2

(2,4) 101614  1.4+0.4 1039 0.9

(3,0) 126623 2.0+0.8 3x1 1287 2.8 3
(3.2) 1332+24  1.7+0.9 1351 22

(3.4) 1444+25  0.8+0.8 1459 0.2

“Global band intensity.

relative vibrational separations (the energies are given in
Table 1) are predicted by the calculations within few percents
(overestimated by 2.2-3.8 %). By applying a correction scale
factor (3%) all the experimental energies are predicted by
theory within 0.9%. The band profile change along the
stretching progression in the TIY is also well reproduced in
the calculated XAS. However, a small discrepancy is ob-
served for the relative band intensities. This may be due, at
least in part, to a possible change in the ionization efficiency
among the different vibrational-excited resonance states after
photoabsorption.

The very low inversion barrier of the core-excited CHjs,
45 meV, makes a theoretical treatment beyond the harmonic
approximation necessary. The applicability of DFT to sys-
tems with a core hole, a special kind of excited state from the
point of view of density functional theory (DFT), is shown
by the excellent agreement between theory and experiment.
The method used gives very high quality results because
anharmonicities of the potential energy surfaces are taken
fully into account. However, as here implemented, it is re-
stricted to two coupled vibrational degrees of freedom.
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The high accuracy of the calculations suggests that the
theoretical energy separation E(0,1)—E(0,0)=13.8 meV
can be used for estimating the umbrella inversion time of the
lowest-lying vibronic state of the core-excited CHs. The time
7 necessary for the molecule to invert from one pyramidal
form to the other is given by the formula 7=h(2AE)~!, where
AE is the energy splitting, which in our case is 13.8 meV.
The inversion time thus calculated is 149 fs, which can be
compared with the core-hole lifetime measured experimen-
tally as approximately 8 fs (I', =87 meV).

V. CONCLUSIONS

Effects of the umbrellalike vibration were studied in detail
by inner-shell spectroscopy on a very low density target of
CHj;. The high resolution XAS was recorded by combining
an efficient supersonic jet source to generate the CH; radical
with an intense and high resolution synchrotron radiation
source. The rich vibrational structure observed in the spec-
trum was analyzed in terms of the excitation of the sym-
metrical stretching and the symmetrical out-of-plane bending
(umbrella mode), accompanying the core electron excitation.
The strong anharmonicity of the PES of the excited state
along the bending coordinate, due to the small potential bar-
rier, has a profound effect on the energy and relative inten-
sity patterns of the bending vibrational progression. A de-
tailed characterization of the double-well potential energy
surface of the excited state and the determination of spectro-
scopic parameters of the transition were achieved by accurate
theoretical calculations. Excellent agreement between ex-
perimental and simulated x-ray absorption spectra was ob-
served and from the very small potential barrier computed a
consequently short umbrella inversion time (=149 fs) was
predicted. A contribution of other vibrational modes to the
spectrum cannot be excluded, but the agreement between the
experiment and theory indicates that the two symmetrical
modes that allow the molecule to move from the planar to
the pyramidal equilibrium geometry are dominant. Extending
the study of CHj to the isotopomer CD; can improve our
understanding of the XAS vibrational structure, and further
verify the accuracy of the theoretical-experimental approach
used in this work. Such an investigation is presently in
progress.
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Abstract
An accurate experimental and theoretical study of the lowest core excitation of CHz and CDg
methyl radicals is presented. The complex vibrational structure of the lowest band of the x-
ray absorption spectrum (XAS) is due to the large variation of the molecular geometry, that is
planar in the ground state and pyramidal in the core-excited state. The XAS spectra of the two
radicals were recorded at high resolution and assigned by theoretical simulations of the spectra,
taking into account the coupling of symmetrical stretching and symmetrical bending (umbrella-like)
deformation of the radicals . An excellent agreement between experimental and theoretical spectral
profiles allowed us to accurately characterize the vibrational structure of the electronic transition.
The similarities, as well as the differences, of the peculiar vibrational progression observed for the
two radicals are explained by the strong anharmonicity along the umbrella coordinate and by the
isotopic variation leading to a different probing of the double-well potential energy surface of the

core excited state during the nuclear motion.

PACS numbers: 31.15.Ar, 33.60.Cv, 33.55.Ad, 82.80.Pv
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I. INTRODUCTION

A particularly interesting case of large amplitude nuclear motion to study in molecular
spectroscopy is the planar <+ non-planar deformation of AX3 molecules, caused by excitation
from the ground state to an electronic state, with a lowering of the the symmetry, from the
D3y, to the Cs, point group, or vice versa. The symmetrical out-of-plane bending mode in
AXj3 systems is also called umbrella-like motion and has always attracted the attention of
researchers as one of the simplest models of quantum tunnelling dynamics. The symmetrical
out-of-plane bending mode in AXj3 systems has then been the subject of several investigations
in the past, but also in the recent years, mostly on the prototype NH; molecule, both by IR
[1] and microwave spectroscopy [2], as well as by theoretical approaches [3, 4]. The umbrella-
like motion caused by a core-electron excitation at the central atom of an AXj3 molecules
could, however, be studied only recently for the CHjy radical [5]. Its observation by x-ray
absorption spectroscopy (XAS), also named near edge x-ray fine structure spectroscopy
(NEXAFS), is rather difficult, for the intrinsic problems that make vibrationally resolved
XAS spectra quite rare for polyatomic molecules. Due to their fast Auger and radiative
decay, core excited states have a very short lifetime that is comparable to the typical time
of a molecular vibration. As a consequence the vibrational structure of a XAS spectrum
can be easily masked by the large broadening of the electronic band. This effect is further
complicated if the core-excited state has a dissociative character leading to a vibrational
continuum for the nuclear motion; in such cases the molecular dissociation can even compete
with the electronic relaxation (Auger decay) as observed, for instance, for HBr [6] and HCI
[7]. The observation of a clear vibrational structure in a XAS spectrum is difficult for a large
polyatomic molecule [8, 9], where a large number of vibrational modes may be involved in the
core excitation. All these difficulties are emphasized when the vibrational motion has a large
amplitude due to a large molecular geometry variation characterized by a multidimensional
potential energy surface with two minima, as in the case of the umbrella-like motion.

Only recently, technical improvements in soft x-ray monochromators and synchrotron
radiation sources have provided the high resolution and intense light that is necessary for
the investigation of the spectral fine structure of a core-excitation band. This is however
only a prerequisite for singling out the effect of the low energy umbrella-like motion in a XAS

spectrum; due to the intrinsic physical problems mentioned before, an appropriate choice of
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the molecular system and of the electronic transition is also needed. By our experimental
and theoretical studies we intended to investigate the experimental conditions that can make
such measurement possible and to provide a theoretical model that allows for an accurate
analysis of the collected spectra. The present paper is a detailed report of our investigation,
with an extended discussion of the methods employed and a close comparison of the results
recently presented in a short report on CHj [5] with the new ones obtained for CDj.

The choice of the molecular system and of the XAS band to investigate will be dis-
cussed extensively in Sec. II; while the experimental and theoretical methods employed
are presented in Secs. III and IV, respectively. Section V contains a comparison between
experiment and theory along with a discussion of similarities and differences of the vibronic

band corresponding to the lowest core excitation in CHs and in CDy .

II. CHOICE OF THE MOLECULAR SYSTEM

Because of the mentioned difficulties in measuring and assigning the vibrational bands
in XAS, the choice of the molecular system and of the electronic transition to consider in
our investigation of a, presumably, small effect as that due to the low energy umbrella-like
motion, is crucial. An ideal electronic transition to study should be intense and involve an
excited state with the desired large equilibrium geometry change with respect to the ground
state. In this case long vibrational progressions could be observed in the spectrum, provided
that the vibrational spacing is larger than, or comparable with, the natural lifetime line
width. For this reason, we focused on small size polyatomic molecules, like AXj3, which
involve a relatively small number of vibrational modes and which, if formed by light atoms,
are characterized by relatively large vibrational energy spacings. A molecule that can be ob-
tained in an internally ”cold state”, typically generated in a supersonic jet, is also desirable,
in order to analyze a simplified spectrum mainly due to transitions from the ground vibronic
state. Several candidates have been considered according to the above criteria: BHj3, BFj,
CHs, and NHs.

The B 1s XAS of BFj3 has been studied both experimentally and theoretically. This spec-
trum is dominated by the strong lowest-lying resonance observed at 195.5 eV and assigned
to the B 157! 2a) core-excited state [10-12]. Although this transition, as calculated by N.

Kosugi and confirmed experimentally [13, 14], involves a planar to non-planar molecular
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equilibrium geometry change, the corresponding band in the high-resolution total-ion-yield
(TIY) spectrum does not display any vibrational structure, since the energy splitting among
the vibronic levels involved is much smaller than the natural lifetime width of the core hole
state [12]. Furthermore, the potential energy surface (PES) of the final state of the tran-
sition is strongly perturbed, because of the pseudo-Jahn-Teller vibronic coupling between
the B 1s7! — 2aj and B 1s7! — 3sa} transitions via the out-of-plane v, vibrations of aj
symmetry [11]. This latter transition, dipole-forbidden, gains intensity through the vibronic
coupling and is experimentally observed at 2.7 eV above the first resonance. In the con-
text of the present work the BF3 molecule is not a suitable candidate since two coupled
electronic core-excited states must be considered to properly describe the vibronic struc-
ture of the XAS. The other potentially interesting AX3 molecules are the hydrides of the
series BH3, CH3, and NH3. The ground-state electronic structure of the three hydrides,
assuming they are planar, is (1a;)?(2a})?(1e’)*(1a4)", where n = 0, 1 and 2 for BH;3, CH;
and NHj, respectively. The 1la} orbital is the atomic 1s orbital of the central atom, while
the outer orbitals are the occupied valence MOs. From the Walsh diagram for the corre-
lation of MOs between non-planar (Cs,) and planar (Ds,) AHz molecules [15], it is known
that the electrons occupying the 1aj orbital (3a; in the Cs, symmetry) tend to make the
molecule non-planar. In fact, in the ground-state BH;z (n = 0) is planar and NH; (n = 2)
is pyramidal. The free radical CHs, which is an intermediate case (n = 1), is known to
be planar in its ground-state. The number of electrons occupying the 1aj orbital, there-
fore, controls the equilibrium molecular geometry of the ground-state. One can discuss the
molecular symmetry change in the lowest-lying core excitation processes of those hydrides
using the Z 4+ 1 model, also referred to as the equivalent core model [16]. The lowest-lying
transition appears, often, as one of the most intense and informative spectral features in
XAS. This transition leads to core-excited BH3, CHj, and NHj} whose molecular geometries
are described by the equivalent core molecules CHs, NH3, and OHgz in their ground-state,
respectively [17]. For BH; the planar geometry is preserved upon B 1s — 1aj excitation, so
the symmetrical bending mode v (a3) is not significantly excited, and the spectrum will not
exhibit a vibronic structure that can provide information on the nuclear dynamics relevant
to the scope of the present work. In the case of ammonia, the core-excited processes have
been investigated [17, 18]. A significant excitation of the symmetrical bending mode in

different core-excitation processes in NHjz is expected, because of the non-planar < planar
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molecular deformation. However, no spectral vibronic structure related to this effect could
be observed even by high-resolution XAS. This is due to the large natural lifetime broaden-
ing of the electronic line because the N 1s core-hole state lifetime is typically shorter than
that of C 1s and B 1s holes. An important resolution determining factor in XAS is also
the fast nuclear decay dynamics on the strongly dissociative potential energy surfaces that
characterize some core excited states. This is, often, due to the anti-bonding o* character
of the lowest-lying resonance states caused by a strong valence-Rydberg mixing [17]. The
equivalent core molecule of NHj is OHjs, which is not stable with respect to hydrogen ab-
straction. Consequently, as shown by high-resolution resonant Auger spectroscopy for the
lowest-lying N 1s — 4a; resonance, an ultra-fast neutral dissociation on the femtosecond
time scale can take place, generating transient core-excited species (e.g. NHj — NHj + H)
before the Auger electron is emitted. In the methyl radical the lowest-lying core electron
excitation C 1s(laj) — C 2p(1aj) is expected to involve a planar to non-planar molecular
deformation since the equivalent core molecule of CHj (n=2) is NH;. This transition should
excite the symmetrical bending mode significantly, and reveal spectral features indicative of
the umbrella-like motion. Therefore the CHj radical was considered the most appropriate

candidate for an investigation on the umbrella-like motion in a core excited molecule [5].

III. EXPERIMENTAL METHOD

The experimental work has been carried out using the ARPES end station at the Gas
Phase beamline of Elettra [23]. The main chamber of the end station was equipped with a
differentially pumped inner vessel to house a TOF 3D-ion-momentum-coincidence spectrom-
eter [24]. The CH; radical has been produced in a supersonic expansion with only the central
part of the molecular beam admitted into the spectrometer by a skimmer. The supersonic
jet direction, the light propagation axis, and the ion time-of-flight detection axis were mu-
tually perpendicular. A photodiode was used to measure the photon flux for the ion signal
normalization. The setup enabled several experiments to be carried out using different condi-
tions. TIY, partial-ion-yield (PIY), ion-ion-coincidence, and 3D-ion-momentum-coincidence
spectra were recorded. In this work the low energy part of the high-resolution XAS (TIY
spectrum) of CD3 and CHj is reported. The CHj free radical was generated in the in-

teraction region by flash pyrolysis of azomethane seeded in a helium supersonic jet. The
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FIG. 1: (a) Hel (21.2 eV) excited TOF mass spectrum of the room temperature azomethane seeded
beam (heating off); (b) Hel (21.2 eV) excited TOF mass spectrum of the pyrolyzed seeded beam
(heating on). The constant contribution to the spectrum by residual HoO, Ny and O desorbing

from inner surfaces of the chamber has been subtracted in both spectra.

construction of the pyrolytic radical source was based on the apparatus described in Ref.
[25], using a resistively heated SiC capillary [26] as a flash pyrolysis nozzle. Because of the
pseudo-continuous nature of the photon source used in the present work - the multibunch
synchrotron radiation delivered by the Elettra storage ring - the jet source was operated
using both pulsed and continuous beam in different experiments. The continuous mode
allowed a significantly higher sensitivity. The azomethane precursor molecule was largely
diluted in the helium carrier gas and pyrolysed in the expansion region with near 100%
efficiency. The pyrolysis products, the CHs and Ny molecules, were generated in the super-
sonic jet cleanly and specifically, and reached the ionization region after passing through a
skimmer of 1mm orifice. The effect of changes in the experimental conditions on the species
generated in the jet by pyrolysis was studied by TOF mass spectrometry using a helium

discharge lamp (mainly 21.2 eV photons) as the ionizing source. Typical mass spectra ob-
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tained with a room temperature (RT) and a heated nozzle are reported in Fig. 1. The RT
photoionization mass spectrum of azomethane (see Fig. 1(a)) shows all the ions detected in
the electron impact mass spectrum [27] with the exception of CHT. The production of this
ion at 21.2 eV photon energy is below the detection sensitivity. The relative intensities of
the other ions are similar in both the electron- and photo-excited spectra. The absence of
the parent and CH3Nj ions in the spectrum of Fig. 1(b) indicates the complete pyrolysis
of the precursor molecule. Peaks observed at 29 and 30 a.m.u. in the two spectra deserve
attention since they have a different origin: in Fig. 1(a) the peaks are due to the disso-
ciative photoionization of diazomethane, whilst in Fig. 1(b) they correspond to the CoHg
and CoHZ ions produced by the ionization of neutral products (likely the ethyl molecule) of
the CH3 + CHj recombination reaction. Suppression of the radical-radical recombination
was achieved by decreasing the concentration of diazomethane in the gaseous mixture, and
revealed by the absence of peaks at 29 and 30 a.m.u.. Experimental conditions were set so
that the TOF mass spectrum showed only ions generated by the photoionization of the CHj
and Ny molecules. The clear and most sensitive probe of the presence of the CHj radical
in the seeded beam was the intense CHJ ion peak, as displayed by the large increase in the
CH3 /CHZ intensity ratio obtained by pyrolysis (see Figs. 1(a) and 1(b)). Fresh samples
of precursor were synthesized and mixed with helium just before carrying out the measure-
ments in order to avoid potentially dangerous storage of pure azomethane. The synthesis
of the precursor molecule consisted of the oxidation of 1,2-dimethylhydrazine by mercuric
oxide. The method adopted is based on a general procedure for synthesizing azoalkanes
[28] and involves the use of commercially available reactants, namely 1,2-dimethylhydrazine
dihydrochloride and mercuric oxide. The liquid azomethane was trapped at low temperature
(=70°C) from the reaction solution. Its purity was checked by mass spectrometry.

The CDj radical was generated - similarly to CHs - in a helium seeded supersonic beam
by flash pyrolysis of deuterated azomethane (CD3N=NCDs3). The concentration of the
deuterated azomethane in the beam, at variance with the previous case, was set by con-
trolling the temperature of a solid bed of the cuprous chloride complex of azomethane,
(CuCl)2(CD3N=NCD3), in a silicon oil thermostatic bath. The thermal decomposition of
the solid complex yields the ligand molecule, CD3N=NCD3, as the only gaseous species re-
leased into the helium carrier. The high purity azomethane/helium mixture, as checked by

mass spectrometry, allowed a long term stable beam of CDj3 radicals to be used during the



Paper II1

89

SR measurements. The solid cuprous complex was synthesized according to the procedure
described by E.P.F. Lee [29]. Briefly, after methylation of the N,N’-diformyl hydrazine by
deuterated dimethylsulfate (Aldrich), the reaction mixture is heated with concentrated hy-
drochloric acid. This solution, to which a water solution of concentrated NaOH was added
to reach pH=9, is mixed with a concentrated cupric chloride solution. A reddish-brown
complex precipitates almost immediately, and the solid is filtered off by suction and dried
in vacuum. The same procedure was also used to synthesize the non deuterated complex.
A solid mixture of the the two complexes was used to generate in the ionization region a

mixture of the CD3 and CHj free radicals.

IV. THEORY AND COMPUTATIONAL METHOD
A. Potential energy surfaces

The electronic transition associated with the lowest lying electronic band in the XAS

spectrum of the CH3 and CDj radicals can be described as
(1a})*(2d})*(1€') 1ag — 1af (2a})*(1¢)* (1a3)? (1)

where 1a] is the C 1s core orbital and laj the valence orbital that is half-filled in the
ground-state methyl radical. The theoretical description of the vibrational structure of such
electronic band was performed by first calculating the potential energy surface (PES) for
the ground state (244) and the lowest lying core-excited state (24/), and then considering
the vibrational motion of the nuclei in these potentials. In the Born-Oppenheimer (BO)
approximation, here assumed, the CH3 and CDj3 radicals share, of course, the same set of
electronic states and then the same PES. The equilibrium HCH (DCD) bond angle c, and
CH (CD) bond length 7. (see inset in Fig. 2 for the structure), obtained in the present
work by the calculations described below are a, = 120° and r. = 1.078 A for the 247,
state, and o, = 114.7° and r, = 1.016 A for the 2A} state. These results show that upon
core-excitation the molecule is forced to shorten significantly the CH bond length and to
deform the planar symmetry (Dsj) in order to approach the new pyramidal equilibrium
geometry (Cs,). Six vibrational modes are possible for the CH; (CDj3) radical, but only
two of them, the symmetrical stretching and the symmetrical bending (umbrella-like mode),

preserve the Cs, symmetry (see insets of Fig. 3) and allow the equilibrium geometry change.
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TABLE I: Main features of the ground state (GS) and core-excited state (CES) potential surfaces.

See Fig. 2 for a definition of the r and § parameters.

Point r (A) 0 (rad) E (au) ‘ZZTE %291;? %
GS minimum 1.078 0 -39.82555 3.95 0.18 0
CES minima 1.016 +0.2634 -29.47710 4.85 0.12 F0.15
CES saddle point 1.012 0 -29.47543 5.21 -0.085 0

In the Born-Oppenheimer (BO) and Franck-Condon (FC) approximations, considering the
symmetry of the initial (ground) and final electronic states, the only vibrational modes that
are active, according to the selection rules, are the symmetric ones. Consequently, the PES
of the initial and final states of the transition were calculated as a function of the bond length
(r) and the bending angle (#) that is measured as deviation from the planar structure (see
Fig. 2). The PES were calculated using spin-restricted density functional theory with the
Becke three-parameter Lee-Yang-Parr (B3LYP) hybrid functional [19] and the augmented
correlation consistent polarized valence triple-zeta (aug-cc-pVTZ) basis set [20], using the
DALTON program [21]. The core excited state was explicitly optimized by imposing the
1s core hole as a condition on the Kohn-Sham wave function, following a well established
approach [22]. The calculated potential surfaces are presented in Fig. 2 as contour plots.
Both potentials are symmetric with respect to inversion, and the double-well structure of the
PES of the excited state, which is characterized by a very small inversion barrier of 45 meV,
can be noticed. The main features of the two potential energy surfaces are summarized in
Table I, where the derivatives and minima were obtained by fitting second order polynomials

to the calculated points near each region of interest.

B. Vibrational structure

Adopting the BO approximation, the nuclear motion on the computed PES was described
by separating the nuclear wave function ¥ into two parts, one containing the two Cs,
symmetry preserving normal mode coordinates, and the other part containing the rest of

the system.

10
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FIG. 2: (Color online) The potential energy surfaces for core excited CHs (top), and ground state
CHs (bottom). The definitions of the molecular parameters r and 6 are shown in the inset (top).
Contour lines have been draw at an interval of 0.1 eV, starting from the minima which are marked
with dots. An extra contour at 0.05 eV has been draw with a dotted line, and the contour at 1 eV

above the minimum is indicated by a thick line.

\Ifmb(un,qﬁ):‘I’(QMl]z) X‘I"(Q37~-~7QG)- (2)

We are thus neglecting the coupling between these two sets of modes, but the coupling
between the two symmetric modes is fully taken into account. Assuming the system to be

initially in the vibrational ground state with respect to all normal modes - because the radical

11
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molecule is generated by adiabatic expansion in the supersonic seeded jet - and that the Cs,
symmetry of the system is preserved in the excitation, only the symmetric stretching and
bending modes will be involved in the excitation event. We then focused on the description
of the nuclear motion for these two coupled symmetric vibrations. The displacement vectors
of the nuclear ¢; and ¢s coordinates of the electronic ground state symmetric stretching and
bending modes were chosen as coordinates for the nuclear motion. These two vectors span
the space of Cs, symmetry preserving geometry distortions, and are preferred to the bond
length and bending angle as coordinates for solving the vibrational problem, due to the
simpler form of the kinetic energy term in the Hamiltonian in the ¢; and ¢, coordinates.
The Schrédinger equation for the nuclear motion in the ¢; and go coordinates was solved

using the Hamiltonian

H=—=Vi/2mi = V3/2my+V (q1, ¢2) ®3)

where m; and my are the effective masses of the displacement vectors. It is the presence
in eq.(3) of these two masses, that are, of course, different for CH3 and CDs3, that makes the
results of the calculation for the vibrational motion depending on the isotopic composition
of the two radicals. The larger masses of CDj , in comparison with CHs, imply a different
probing of the PES during the nuclear motion with effects on the vibrational energies and
wavefunctions and on the tunnelling through the barrier in the PES of the core excited
state. The eigenstates of the vibrational Hamiltonian (3) were found by discretizing the
problem on a regular grid, with the kinetic energy evaluated through a Fourier transform.
The potential on the regular grid, V', was fitted to the scattered ab initio potential energy

surface points, V(¢®), by solving the minimization problem

The first term makes the PES curvature minimal, with the additional condition of the second

Vg, )| @ O T ()2
— 2 dgdgy + 1Y (Vi a)) - Vi a) p (4)
a(liaq]' B

term, which ensures that the fitting surface reproduces the true PES at the given points.
An exact fit is obtained as g — oo, but in practice the second term is evaluated through
linear interpolation and therefore a large but finite p value is used. The second derivatives
in the first term are evaluated through a three point finite difference approximation during

the fitting, and the integral is approximated by a sum over all points in the interior of the

12
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FIG. 3: (Color online) Selected vibrational wavefunctions of core excited CHj (left) and CDs3
(right). The top panels show the vibrational groundstate (0,0), while the mid panels show the
first excitation of the stretching mode (1,0), and the bottom panels show the first excitation of
the bending mode (0,1). The nuclear motions of the stretching and bending modes are illustrated

schematically in the insets.

grid. The minimization problem then reduces to a sparse least square problem that can be
solved using standard techniques. The advantages of this approach are that it is simple to
implement, generalized immediately to arbitrary number of dimensions, and produce ripple-
free extrapolation without spurious minima outside the set of fitting points. However, for
the present calculation we use a very dense set of ab initio fitting points, which makes our
results independent of the specific interpolation method used.

The effect of the different nuclear masses can be seen in Fig. 3, where the CD3 vibrational
wavefunctions of the core excited molecule show a stronger localization in the two minima
of the PES, as compared to CHz. This localization strongly affects the inversion time
of the umbrella like motion, and is the cause of the different vibrational spectra of the
two molecules. A similar localization is observed for the vibrational wavefunctions of the

groundstate PES.

13
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The Franck-Condon (FC) factors were obtained by computing the eigenstates of the
nuclear Hamiltonian for the core-excited electronic state and taking the overlap with the
ground state vibrational wave function. FC factors were also calculated for excitations taking
place from the first vibrationally excited state of the molecule in order to investigate the
spectral effect of the “hot band” contribution due to a small residual population of the first
vibrationally excited state in the symmetrical bending mode of the molecule after the high

temperature pyrolysis.

V. RESULTS AND DISCUSSION

In the present investigation we consider the lowest core excitation of CH3 and CD3 radi-
cals, a transition that has been theoretically calculated at approximately 6 eV below the next
core excited resonance [30]. Such energy separation allows us to apply the theoretical model
presented in sect. IV and, according to the considerations on linewidth and vibrational spac-
ing discussed in sect. II, to expect a spectral profile with a well resolved vibrational structure
due to a single electronic transition. Employing the vibrational energies and the FC factors
computed for the lowest core excitation (1a})?(2a})?(1e)*1ay — 1a}(2a})?(1e')*(1ah)?, as ex-
plained in the sect. IV, the vibronic XAS spectra of CD3 and CHjs in the low energy region,
were theoretical simulated. The computed FC factors are reported in Fig. 4 as bars, located
at the calculated transition energies, with labels (v1,v9) corresponding to the vibrational
quantum numbers of the excited levels for the symmetrical stretching (v;) and bending (vs)
modes. A Voigt function convolution (full line in the figure) with a Lorentzian linewidth
I';, = 87 meV (the natural linewidth found in our previous investigation on CHjz [5]) and a
Gaussian width I'¢ = 30 meV, corresponding to the experimental photon bandwidth, was
adopted for an easier comparison between the experimental spectrum reported in Fig. 5
and the theoretical results. Because of the excellent agreement already observed for CHj [5]
between experimental and simulated XAS spectra, we can expect that the present prediction
of the CD3 XAS spectrum, despite the different probing of the potential surfaces, has an
accuracy comparable to that of the CHj theoretical spectrum. The experimental XAS spec-
tra of the CHy and CDj radicals (TIY spectrum) were collected using different conditions
in various experiments. The spectra with the best statistics recorded with 30 meV photon

bandwidth are reported in Fig. 5. Curves (a) and (b) in the figure show the spectrum of CDy
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symmetrical stretching and bending vibrational progressions are presented as bar diagrams and
convoluted (line) using the experimental I'c and Iy, parameters for a better comparison to the

experimental XAS in Fig. 5.
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and CHj obtained from the central part of the continuous molecular beam, while curve (c)
displays the spectrum of the thermalized CHj radical in the expansion chamber [5] recorded
previously with a different setup. Further increase in photon resolution (bandwidth < 30
meV) did not narrow the peak line width in the spectra and only lowered the ion signal.
The group of resonant features displayed in Fig. 5 shows, for both radicals, an excellent
general agreement with the total absorption profiles simulated in Fig. 4, confirming that
the spectrum in the considered energy region is due to the vibronic structure of the lowest-
lying core-excited state of 2A} symmetry due to the transition in Eq.(1). This assignment
is also in accord with the absence of other resonant features at lower photon energies and
the observation of the next resonance at about 6 ¢V above the investigated resonance, as
predicted by theoretical calculations [30]. The spectrum of CDj is dominated by the four
components of the symmetrical stretching mode progression, as also observed for CHj [5].
Although the stretching bands in CDj are stills resolved, the energy separations among the
vibrational levels are significantly smaller than in CHj, as expected because of the larger
mass of the deuterium atoms. Also, the stretching band profiles observed in CDj are rather
symmetric, whilst those in CH3 are remarkably asymmetric. The relative intensities of the
four bands in curve (a) are different from those in curve (b); the relative intensity of the
first component, for instance, is closer to the intensities of the other bands and of nearly
the same intensity of the second component. In the present work, the methyl radical in the
continuous beam (curves (a) and (b) in Fig. 5) is generated with higher internal energy
than in previous runs (curve (c)). The comparison of the two CHj spectra, namely curves
(b) and (c), shows that the hot band contribution in curve (b) slightly broaden the band
width, with a major effect on the low energy flank of the stretching bands. This contribu-
tion is mainly due to transitions taking place from the first vibrationally excited state in the
symmetrical bending mode, which lies 75.2 meV above the ground state of CHs, to the final
core-excited electronic state with vibrational excitation of the symmetrical bending mode
with odd values of the quantum number v. The hot band contribution has been therefore
included in the spectral deconvolution procedure as follows. The fit procedure used in our
previous work [5], to describe the vibrational structure of the electronic transition for cold
CHj molecules, may also be adopted for CDj3 since the theoretical results point out that
the same number of vibrational transitions, twelve, contribute to the XAS spectrum, each

stretching band including three bending components. This procedure has been modified
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here by including twelve additional Voigt components, in order to take the hot band transi-
tions into account. The additional Voigt functions are assumed to have relative intensities
given by the theoretical FC factors for the hot band transitions. A global intensity factor
for the whole hot band system has been left as free fit parameter. The energies of the hot
bands in the fitting procedure have been referred to the excitation energies of the twelve
“cold” bands (free fit parameters), and constrained, through scale factors, to be in accord
with the calculated bending vibrational energy pattern, which includes both the even and
odd bending vibrational states. All Voigt functions share the same Lorentzian linewidth
I';, = 87 meV (the natural linewidth found in our previous investigation on CHj [5]) and a
Gaussian width I'¢ = 30 meV, corresponding to the experimental photon bandwidth. The
result of the fit applied to the spectrum in Fig. 5¢ shows that the relative contribution of
the hot bands to the signal is negligible, being less than 2% and not visible in the spectrum.
In other cases, such as curve (b), where the internal temperature of the target molecule is
higher, the contribution was as large as 19% (estimated internal temperature of 525 K) and
affected the band profile significantly. Since the same experimental conditions were used
to generate both radicals, the internal temperature of CD3 was assumed to be 525 K as
well. This allowed us to estimate a hot band relative contribution of 29% to the spectrum of
curve (a), larger than for CHs, because of the smaller energy needed to excite the vibrational
bending mode in the ground state of CD3 (56.06 meV).

The adiabatic excitation energy of the vibrational progression of CD3 was accurately
measured with respect to CHj following the calibration procedure used for the OD and
OH radicals [31], namely by generating a mixture of both radicals in the interaction region
and recording simultaneously the high-resolution D and H* PIY spectra during the same
energy scan. The two PIY spectra and the results of the fit are displayed in Fig. 6. The
adiabatic energy measured for CDj is 281.33 4+ 0.04 eV, 20 meV smaller than the adiabatic
excitation energy of CHjz. The results of the best fit analysis of the experimental TIY
spectrum of CDj3 (a set of eight different spectra) and the corresponding theoretical results
are reported in Table IT in terms of excitation energies and relative intensities I(vy,v;), where
vy and v, are respectively the stretching and bending vibrational quantum numbers of the
transition. Details on the fit procedure are omitted here since they have been already given
elsewhere [5]. The information of the energetics of CDj extracted from the experimental

data can be provided concisely through the following spectroscopic fit parameters: for the
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TABLE II: Vibrational excitation energies, E(meV), and relative intensities, I(vy,v2), for the lowest
lying core-excited state of CD3. The experimental energies are referred to the adiabatic excitation
energy E(0,0) = 281.33 & 0.04 ¢V, as measured by calibration with CHs. Theoretical energies and

intensities (FCF) are based on the calculated PES of initial and final state of the transition.

State Eeap Leap Leap® Eitheor Lineor Lineor®
(0,0) 0 100 100 0 100 100
(0,2) 52+ 1 97 + 16 - 44 117.4 -
(0,4) 133 + 8 16 + 3 - 115 12.2 -
(1,0) 313 + 7 87 + 13 82 + 3 309 96.1 99
(1,2) 365 + 8 77 + 16 - 353 119 -
(1,4) 446 + 10 1145 - 424 12,5 -
(2,0) 622 + 7 33+ 4 32+1 615 39.7 43
(2,2) 674 + 8 30+ 5 - 660 53.3 -
(2,4) 755+ 9 4+1 - 730 5.7 -
(3,0) 928 + 15 7+4 6+3 919 9.5 11
(3,2) 980 + 15 545 - 964 13.8 -
(3,4) 1061 + 16 05+3 - 1035 L5 -

%global band intensity

stretching progression we obtain w,(v1)=317£17 meV and w.z.(v1)=1.94£5.2 meV, while
for the four bending progressions we(v2)=21.5+6.0 meV and wez () = —15.0+£3.1 meV,
where w, and wex, are the harmonic vibrational constant and the anharmonic coefficient,
respectively. The corresponding spectroscopic parameters can also be extracted from the
results of the theoretical calculations, namely w,(v;) = 311 meV and wez.(v1) = 1.2 meV
for the stretching and we(v2) = 17.6 meV and w.z.(r2) = —13.3 meV for the bending
progressions.

The comparison of the experimental and theoretical results points out that the experimen-
tal excitation energies of the stretching vibrational progression are in excellent agreement
with the theoretical ones, they are, in fact, theoretically predicted within the experimental

errors (1.0-1.3%). As for the experimental relative intensities of the four bands in CD3 and
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CHs, they are well reproduced by the calculations although a systematic overestimation of
the intensity of the second and third bands by the calculations can be noticed. Further-
more, the observed different shape of the stretching bands in CD3 with respect to CHs,
which according to our spectral assignment depends on the unresolved symmetrical bend-
ing progression, is well accounted for by the theoretical prediction. The XAS theoretical
simulations in Fig. 4 show a large change in the FC factors of the bending progression on
going from CHj3 to CDj3. In the deuterated compound the vertical transition corresponds to
the second allowed component of the progression, whilst in the non deuterated radical the
adiabatic transition is remarkably more intense than the second one. This change, together
with the large decrease in the vibrational energy separation caused by the isotopic substi-
tution, is responsible for the more symmetric band profile observed in CD3. This trend is
also in accord with the results of the experimental fits shown in Fig. 5; in curve (a) the
relative intensities of the first two components of the bending progression exhibit, within
the experimental error, the same intensity and the energy separations in the progression are
significantly reduced with respect to curve (b). It is worth noting that, although the change
in shape of the stretching band on going from one molecule to the other is qualitatively well
accounted for, the quantitative accuracy of the determination, by the fitting procedure, of
the single components of the bending progression, excitation energies and relative intensities,
in CDj is not as high as the one obtained in CHg. This is evident, for instance, by comparing
in Table II the energy separation between the bending vibrational levels obtained by the
theoretical calculations and the experimental fit. The experimental energy separations are
systematically smaller than the theoretical ones. The lower accuracy in CDj3 can be explain
as follows. The vibrational excitation energy and its relative intensity (FCF) are closely
correlated quantities since they are related to eigenvalues and eigenstates of the vibrational
Hamiltonian with the PES of the final electronic state. The C 1s core-hole lifetime, that
represents the main part of the bandwidth (I', = 87 meV) of the Voigt functions used in the
fit to extract the spectroscopic information from the experimental data, contributes equally
to the band shape in the spectrum of both radicals, since it is essentially insensitive to the
isotopic substitution. However the different spacing of the vibrational energy levels in the
bending progression, due to the different isotopic composition of the two methyl radicals,
leads to a different degree of overlap between the Voigt components contributing to the

stretching bands and therefore to a different accuracy in obtaining the spectroscopic param-
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eters. This overlap, as expected, is larger in CD3. As can be seen in Fig. 3 the vibrational
wavefunctions of CDj3 are more localized to the wells of the potential energy surface, and
the FCEF’s of CDj3 therefore probe the PES more locally at these points. This reveals errors
in the calculated PES that are less important for the case of CHj, which is more dependent
of the global shape of the PES. The hot band spectral contribution can also be mentioned
as a factor affecting the accuracy of the fit. However, this does not seem to be a crucial
factor since the hot band fit applied on both curves (b) and (c¢) of CHj in Fig. 5 provided
consistent values for the spectroscopic parameters, with the same accuracy.

The very low inversion barrier of core-excited CH; (CD3), 45 meV, makes a theoretical
treatment beyond the harmonic approximation necessary, as can be argued by looking at
Fig. 3, where the probability density of the flat configuration is non-negligible even for the
vibrational ground state. The applicability of DET to systems with a core hole, a special kind
of excited state from the point of view of DFT, is shown by the excellent agreement between
theory and experiment. The method used for calculating the vibrational states gives very
high quality results, because anharmonicities of the potential energy surfaces are fully taken
into account and despite the calculation, as here implemented, is restricted to two coupled
vibrational degrees of freedom. The high accuracy of the theoretical simulation of the
spectrum suggests that the calculated vibrational energy separation AE = E(07)—E(07) =
13.8 meV and 5.5 meV for CHz and CDj3 respectively, can be used for estimating the umbrella
inversion time (7 = h(2AFE)7') of the lowest lying core-excited state of CHz as 149 fs
and 375 fs for CD3. Both values are sensibly larger than the core-hole life time measured

experimentally as approximately 8 fs (I',=87 meV).

VI. CONCLUSIONS

A detailed study of the umbrella-like vibration in inner-shell molecular spectroscopy has
been carried out by a joint theoretical and experimental investigation. To this purpose, a
convenient transition in a polyatomic hydride has been selected, namely the lowest lying
planar to non-planar core excitation in the CHs and CD3 methyl radicals. The high reso-
lution XAS has been recorded for both isotopomers by combining a continuous supersonic
jet source to generate efficiently the radicals with an intense and high resolution SR source.

The complex vibrational structure observed in the spectra has been theoretically predicted
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FIG. 5: The experimental XAS (TIY spectrum) of CD3 and CHj recorded with 30 meV photon
bandwidth. The spectra of the radical generated in a continuous seeded beam are reported in
curves (a) and (b) where the small hot band contribution is shown as grey area. Curve (c) reports
the spectrum of internally cold CHg radicals [5]. The non resonant linear contribution to the ion

signal has been removed from the spectra.
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eters. This overlap, as expected, is larger in CD3. As can be seen in Fig. 3 the vibrational
wavefunctions of CDj3 are more localized to the wells of the potential energy surface, and
the FCEF’s of CDj3 therefore probe the PES more locally at these points. This reveals errors
in the calculated PES that are less important for the case of CHj, which is more dependent
of the global shape of the PES. The hot band spectral contribution can also be mentioned
as a factor affecting the accuracy of the fit. However, this does not seem to be a crucial
factor since the hot band fit applied on both curves (b) and (c¢) of CHj in Fig. 5 provided
consistent values for the spectroscopic parameters, with the same accuracy.

The very low inversion barrier of core-excited CH; (CD3), 45 meV, makes a theoretical
treatment beyond the harmonic approximation necessary, as can be argued by looking at
Fig. 3, where the probability density of the flat configuration is non-negligible even for the
vibrational ground state. The applicability of DET to systems with a core hole, a special kind
of excited state from the point of view of DFT, is shown by the excellent agreement between
theory and experiment. The method used for calculating the vibrational states gives very
high quality results, because anharmonicities of the potential energy surfaces are fully taken
into account and despite the calculation, as here implemented, is restricted to two coupled
vibrational degrees of freedom. The high accuracy of the theoretical simulation of the
spectrum suggests that the calculated vibrational energy separation AE = E(07)—E(07) =
13.8 meV and 5.5 meV for CHz and CDj3 respectively, can be used for estimating the umbrella
inversion time (7 = h(2AFE)7') of the lowest lying core-excited state of CHz as 149 fs
and 375 fs for CD3. Both values are sensibly larger than the core-hole life time measured

experimentally as approximately 8 fs (I',=87 meV).

VI. CONCLUSIONS

A detailed study of the umbrella-like vibration in inner-shell molecular spectroscopy has
been carried out by a joint theoretical and experimental investigation. To this purpose, a
convenient transition in a polyatomic hydride has been selected, namely the lowest lying
planar to non-planar core excitation in the CHs and CD3 methyl radicals. The high reso-
lution XAS has been recorded for both isotopomers by combining a continuous supersonic
jet source to generate efficiently the radicals with an intense and high resolution SR source.

The complex vibrational structure observed in the spectra has been theoretically predicted
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in terms of the excitation of the symmetrical stretching and the symmetrical out-of-plane
bending (the umbrella mode) accompanying the core electron excitation. The strong anhar-
monicity of the PES of the excited state along the bending coordinate has a profound effect
on the energy and relative intensity patterns of the bending vibrational progression, with a
remarkable isotopic effect. A detailed theoretical characterization of the double well poten-
tial energy surface of the excited state and the spectroscopic parameters of the transition
has been achieved and gave a very small potential barrier of 45 meV with a consequently
short umbrella inversion time (149 fs for CH; and 375 fs for CD3). Very good agreement
between experiment and theory has been observed. From a theoretical point of view, this
agreement proves that, in the case of the methyl radical it is possible to calculate high qual-
ity potential energy surfaces for core-hole states using spin-restricted Kohn-Sham DFT, and
that the proposed model for the vibrational motion including the explicit coupling of the
two symmetrical modes, is valid in the present context. A contribution of other vibrational
modes to the spectrum cannot be excluded, in principle, but the agreement between ex-
periment and theory found for both spectra indicates that the two symmetrical modes that
allow the molecule to move from the planar to the pyramidal equilibrium geometry are dom-
inant. Extending the study of CHj to the isotopomer CD3 has improved our understanding
of the XAS vibrational structure, and provided additional information on the accuracy of

the theoretical-experimental approach used in this work.
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Chapter 5

Relativistic calculations of
x-ray absorption

In this chapter we have performed relativistic calculations of core electron exci-
tations. Electron velocities in the core increase as Z? with the atomic number,
and it is therefore not surprising that strong relativistic effects appear in the core
for moderately heavy elements such as sulfur and silicon. These elements are of
particular interest for applied x-ray spectroscopies, since they often appear in the
active sites of biomolecules. Sulfur and silicon has also been used for anchoring
organic molecules to metal surfaces, and this binding can be characterized by x-ray
spectroscopy. In order to address these elements, we have generalized the nonrel-
ativistic STEX method to the relativistic four-component realm (Paper . We
have then applied this method to the 2p levels of sulfur, chlorine, and silicon. In
all these cases, the spin—orbit splitting of the 2p levels produce very rich electronic
spectra. In Paper [VI| we show how the chemical coordination of a surface bound
molecule can be observed in the x-ray spectrum, also with modest experimental
resolution.
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Relativistic four-component static-exchange approximation for core-excitation processes
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A generalization of the static-exchange approximation for core-electron spectroscopies to the relativistic
four-component realm is presented. The initial state is a Kramers restricted Hartree-Fock state and the final
state is formed as the configuration-interaction single excited state, based on the average of configurations for
(n—1) electrons in n near-degenerate core orbitals for the reference ionic state. It is demonstrated that the
static-exchange Hamiltonian can be made real by considering a set of time-reversal symmetric electron exci-
tation operators. The static-exchange Hamiltonian is constructed at a cost that parallels a single Fock matrix
construction in a quaternion framework that fully exploits time-reversal and spatial symmetries for the D,
point group and subgroups. The K- and L-edge absorption spectra of H,S are used to illustrate the methodol-
ogy. The calculations adopt the Dirac-Coulomb Hamiltonian, but the theory is open ended toward improve-
ments in the electron-electron interaction operator. It is demonstrated that relativistic effects are substantial for
the L-edge spectrum of sulfur, and substantial deviations from the statistical 2:1 spin-orbit splitting of the
intensity distribution are found. The average ratio in the mixed region is 1.54 at the present level of theory.

DOI: 10.1103/PhysRevA.73.022501

L. INTRODUCTION

In recent years, much effort has been devoted to the de-
velopment of molecular electronic structure theory in the
relativistic four-component realm. Several computational
schemes that vary in accuracy and complexity have been
formulated, ranging from the electron uncorrelated Hartree-
Fock method to multiconfiguration self-consistent field and
coupled-cluster approaches [1]. The work of adapting mod-
ern response theory so that it can be implemented in the
four-component framework has also started, and, as far as
linear response properties are concerned, we note the devel-
opment of the linear polarization propagator in the relativis-
tic random phase approximation (RPA) [2].

It is sometimes argued that the large number of electrons
in heavy-atom compounds and the loss of electron spin sym-
metries make four-component methods computationally in-
tensive and that more approximate approaches, such as the
use of relativistic effective core potentials, are to be preferred
in application work (rather than benchmarking work). Such a
statement, however, must be qualified with respect to the
property of interest. In this paper, we are concerned with a
spectroscopy that directly probes the motions of the inner-
shell electrons, and we argue that the fine structure of the
spectra will contain details that require a fully relativistic
treatment.

The electronic excitation spectrum is determined from the
poles and the residues of the linear response function, and it
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"Electronic address: panor@ifm.liu.se
*Electronic address: carravetta@ipcf.cnr.it

1050-2947/2006/73(2)/022501(9)/$23.00
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PACS number(s): 33.20.Rm

can thus in principle be obtained from the linear response
equation. In practice, however, this approach is limited to the
lowest excitations from the valence shell due to the embed-
ding of the core-excited states in the valence continuum. In
addition, the RPA method is hampered by the missing elec-
tronic relaxation for excitations from the inner electronic
shells. On the other hand, the remarkable improvements of
x-ray spectroscopical investigations that has taken place at
the third-generation synchrotron facilities and the capability
of such experimental techniques of investigating important
problems (in, for instance, surface chemistry) demand an ad-
equate theoretical description of inner-shell spectra. For this
purpose, a direct static-exchange (STEX) approach [3,4] was
proposed for the calculation of core-ionization or core-
excitation spectra (including decay processes), and, even
though STEX can be seen, in one sense, as an approximation
of the RPA, it outperforms the RPA approach due to the
explicit account for the electronic relaxation in the presence
of the core hole. The proposed ab initio method for the simu-
lation of core-electron processes in molecules, has been
widely and successfully employed for the interpretation of
different x-ray spectroscopies [4—11].

It is evident that, by involving electrons of the inner
shells, core-ionization and core-excitation processes are
strongly affected by relativistic effects in molecules contain-
ing heavy elements, but this may be true also when only
relatively light atoms are present. As is discussed in Sec. III,
describing the K- and L-edge x-ray absorption spectra of
H,S, relativistic effects can be scalar in nature, i.e., essen-
tially involving an energy shift of the spectrum (as observed
at the K edge), but they can also be nonscalar in nature (as
observed at the L edge). It has been pointed out by Kosugi
[12] that high-resolution and sophisticated soft-x-ray mo-

©2006 The American Physical Society
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lecular spectroscopies show that an accurate description of
spin-orbit interaction, already in second-row elements, is es-
sential for the interpretation of the finer details in inner-shell
phenomena. In particular the L-shell absorption spectra of
molecules containing sulfur or phosphorus can be difficult to
analyze due to a complex interplay of core-valence-exchange
interactions and spin-orbit interactions that may have com-
parable intensity. In molecules containing heavy elements,
like, e.g., the technologically and biologically interesting or-
ganometallic compounds, spin-orbit effects may be present
both in the hole as well as in the valence orbitals that are
involved in the absorption process.

The main purpose of the present study is to create, by
extension of the STEX approach to the relativistic four-
component realm, a computational method that, in a rigorous
way, treat relativistic effects in processes involving the exci-
tation of core electrons in molecules. At the same time, this
ab initio approach includes most of the other main effects
that are important for core-electron processes, namely, elec-
tronic relaxation and core-valence exchange interaction.

In Sec. II A we give a brief summary of the main aspects
of the nonrelativistic STEX method, while in Sec. II B the
extension of the same approximation to the four-component
framework and its implementation in the DIRAC program [13]
will be outlined. In Sec. III we present the application of the
proposed method to the calculation of the K- and L-edge
near-edge x-ray absorption fine structure (NEXAFS) spectra
of H,S and discuss the main aspects of these spectra.

II. THEORY AND METHODOLOGY
A. The static-exchange method

The static-exchange method gives a complete excitation
spectrum for excitations from one, or a few, core orbitals,
and it takes orbital relaxation into account. More specifically,
it corresponds to a singly excited configuration-interaction
(CI) calculation with a core-hole optimized reference deter-
minant. In this section, we will present a brief description of
the STEX approximation and give the details of the modifi-
cations needed for its extension to the four-component realm.

Consider variations of an N-electron, closed-shell, refer-
ence determinant |0), generated by an anti-Hermitian excita-
tion operator 7=, ;X4,4},- X441, where §},=a}a,. Capital
indices A and B are used for general unoccupied orbitals,
whereas I and J are used for general occupied orbitals. With
this parametrization the energy can be expanded in orders of
the parameters as

L 1.
E=(0|e"Hye "0y = EY + VX + EX’E[Z]X+ s (1)
where

EO) = (0]H,[0),
) o @)
EM=(0|[4",Ho)|0y,  E®1=—(0|[4.[4",H,]1[0).

By optimizing the reference determinant so that EM'l van-
ishes, the random phase approximation excitation energies of
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the system are given by the solutions to the generalized ei-
genvalue problem [14],

det[E[ZJ_wS[z]]:det[<A* BX) —w(l 0 ):| =0,
B A 0 -1
3)

where A describes the excitations and B contains the cou-

pling of excitations and deexcitations generated by 7. The
explicit forms of A and B are

AA/,RJ = (0‘[— éAls [4;J»g0]]‘0>
= 8uF a5 - SusF s+ [(AIUB) - (ABlJD].  (4)

B s,y = 0llGan 4, Holll0) = [(AIlB) - (AJ[BD], (5)

where, if the electron-electron interaction in I:lo is repre-
sented by the instantaneous Coulomb repulsion, the Fock
operator is given by

N
Fpy=hyg+ 2] [(pqlif) - (pilig)]. Q)
o

Since the elements of the B matrix depend on the spatial
overlap between core and virtual orbitals, they are in general
small for core excitations. By applying the Tamm-Dancoff
approximation, that is, neglecting the off-diagonal B block of
E2] the dimensionality of the problem can be reduced by a
factor of 2. This approximation is well established for core
excitations and results in negligible errors [3,4]. Further-
more, considering that core levels of different elements
and/or different shells are, in general, well separated in en-
ergy, one can reduce the excitation space by only including
excitations from those core orbitals that are expected to con-
tribute in the desired energy region. This reduces the dimen-
sion of the Hessian, to a size where the A matrix can be
explicitly constructed and diagonalized to get a full spectrum
covering excitations both below (discrete) and above (con-
tinuum) the ionization threshold.

A point that is particular to the four-component relativistic
RPA equation is the inclusion of excitations from electronic
to positronic orbitals. The spectrum of the relativistic Fock
operator is split into two branches, one set of “electronic”
orbitals and another set of “positronic” orbitals, and, in the
Dirac-Hartree-Fock (DHF) procedure the energy is simulta-
neously minimized with respect to the occupied electronic
orbitals and maximized with respect to the positronic orbit-
als. In principle, the classification of orbitals as either elec-
tronic or positronic depends on the external potential [15,16],
but, in weak molecular fields, it is determined by an energy
splitting that is close to twice the electron rest energy. Up to
this point it has been implicitly understood that the general
unoccupied orbitals include virtual electronic orbitals as well
as all positronic orbitals. It should be noted, however, that
the electron-positron (e-p) transfer excitations in the RPA do
not correspond to pair annihilation.

In the static-exchange approximation and other CI-based
methods an explicit representation of the excited electronic
states is formed by electronic excitations from a reference
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wave function. In the no-pair approximation, it is therefore
clear that the positronic orbitals must be excluded in the
parametrization. If the e-p excitations are excluded in the
electronic Hessian, we can argue that the A matrix corre-
sponds to the CI singles Hamiltonian including determinants
with holes in the included core orbitals,

(O~ Gar- [ FT10) = (0l G5,|0) = 6,8, 5E
= HAC}.BJ ~ 8815EY. (7)

This argument is true whether or not the reference determi-
nant refers to a variationally optimized state, and, in analogy
with the nonrelativistic case, the question is raised if there
exists a better-suited reference determinant than the Hartree-
Fock ground state. In fact the RPA is not suitable for core
excitations since it neglects the large relaxation among the
occupied orbitals in the excitation process. This in turn leads
to a severe overestimation of the core-excitation energies
(about 6 eV for the sulfur L-edge spectrum of H,S). For
highly excited states one expects that the final state re-
sembles that of the ionized molecule together with the ex-
cited electron in a diffuse orbital. In the no-pair relativistic
approximation the limiting electronic structure calculation is
represented by separate-state multiconfiguration  self-
consistent field SCF optimizations of the molecular states
with inclusion of e-p orbital rotations and a complete set of
electron state transfer operators. The description of the
ground and excited states is thus done with separate
positronic states. The effect of these different embeddings is
largely taken into account in our STEX approach, where the
final state is formed as a single excited configuration-
interaction state based on a separately optimized core-
ionized reference state. The procedure also allows us to use
the same reference state for all excitations from the same set
of core orbitals. The set of core orbitals is chosen to include
spin orbitals in a narrow energy range such as, e.g., the two
Ls, the two 2py,, or the four 2p;), spin orbitals, or the entire
2p shell. For a given set of n core spin orbitals, the ionized
reference state is formed and optimized as the average of
configurations for (n—1) electrons in those orbitals. This ap-
proach overestimates the relaxation energy due to the neglect
of screening from the excited electron, but the size of errors
is greatly reduced as compared to the random-phase approxi-
mation.

After the STEX states have been formed by diagonalizing
the A matrix the transition matrix elements are determined.
Since the STEX states are not, in general, orthogonal to the
Hartree-Fock ground state, a cofactor (C) expansion is used.
The overlap between two determinant wave functions (V| ®)
is given by the determinant of the overlap matrix S, and it
follows that the transition matrix element between two non-

orthogonal determinants for a one-electron operator ()
=3 @ can be written as

W|Q|D) = X (w6l )CS. ®)
LJ

The nonorthogonality between initial and final states is an
unphysical feature common to all methods based on separate
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state calculations. It introduces a gauge dependency in the
calculation of the transition matrix elements, but, in practice,
the overlap between the ground state and a core-excited state
is rather small and can be considered to introduce negligible
errors.

B. Implementation of the four-component STEX method

The electronic four-component molecular Hamiltonian
has the same form as the nonrelativistic counterpart, and it
can be written as

M=

() + 2 8G.), )

1 i>j

A=

i

where 7 is the one-electron Dirac Hamiltonian and 8(i,j)
represents the electron-electron interaction. If, for ¢, one sub-
stitutes the instantaneous Coulomb repulsion, the Dirac-
Coulomb Hamiltonian is obtained, and full account is made
of the spin—own-orbit interactions whereas current-current
interactions are left out. The calculations in the present work
adopt this approximation, but the formulation of the STEX
method is not restricted to this situation.

The Fock operator [Eq. (6)] for a closed-shell system is
time-reversal symmetric. For this reason, the orbital energies
are doubly degenerate, and the corresponding spinors of each
pair are related through the operation of time reversal, or the

Kramers operator K. Arranging the four components of a
one-electron spinor as

l//‘a
i

#(r)= ﬁﬁ :(‘”” ) (10)

d/ifﬁ

the Kramers operator is defined by its action on a spinor
according to

i
. (1)
l//‘?‘

where we have introduced the overbar notation on the indi-
ces to indicate Kramers partners. In the following discussion
we will use upper-case indices when referring to a general

spinor, while lower-case indices, with and without overbar,

are reserved for Kramers pairs. We briefly note that kzzpi
=ii=—1;. In developing working formulas it is advantageous
to consider operators of well-defined time-reversal symmetry
(t=+/- for symmetric and antisymmetric operators, respec-
tively) so that KO'K-'=:(), because, for time-reversal-
symmetric wave functions, the expectation value of such op-
erators is

f<¢,-<r>=w,-<r>=(’*’ﬁ )

(0|0 = K0]Y|0)". (12)

As a consequence of this fact, the expectation value of a
time-reversal-symmetric operator is purely real, which al-
lows us to use real algebra for its matrix representation. In a
second-quantization formalism, the time-reversal operation
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is introduced according to kﬁzd,-k":ﬁgﬁ; and Ka
~ala;.

We will now exploit the time-reversal symmetry of the
reference state in the STEX calculation. Due to the properties
of the two-electron integrals and the Fock matrix under time
reversal, the following relations exist between the elements
of the A matrix given in Eq. (4):

« «
A

.
=Az aibj’

Aaipj=Aggp  Aaibj= Aaipj == A5

(13)

- «
Agipj=— aibj

The A matrix is in general complex, but by choosing the
parametrization in terms of time-reversal-symmetric excita-
tion operators it can be made real. A unitary transformation
of the excitation operators that satisfies this condition is

A A 1 P
(B0 EY :@a(@fz,+zqif>,eu<q‘;i—u4*f>}. (14)

ai ai

with ¢ and u both taking on signs + and —. The phase 6, is
defined as 6,=1,60_=i. In this picture I:Aj; generates singlet
excitations in the nonrelativistic limit when all spin orbitals
with unbarred indices are chosen to be spin eigenfunctions
with identical spin. The other three “triplet” operators are
usually excluded from the excitation space in a nonrelativis-
tic calculation since they do not contribute to the final oscil-
lator strength distribution. In a relativistic calculation they
are, however, necessary because spin-orbit coupling breaks
spin conservation during the excitation process. With inclu-
sion of the full transformed excitation manifold, the elements
of the STEX Hamiltonian become

by = Oll= E'ai[E} . Ho1110)

: -+uAm_;j’-+tA* -), (15)

1
= ?9:9“(Aum 1A iy

ORI
A= (Oll= EVGu[E'S L HoT1l0)
1 * x
= Elelau(Aa[.l;/ + WA,,L,jj —uAyipi— an;vh‘,T), (16)
D
A:;u,-‘,j, =(0|[- E’a,[E",;,,Ho]]\0>
1 * N
= Eloxau(A“f_,,j*' 1WA iy = Aaipi = uA ) (17)
A;Ax.bj ={0|[- é’aiv[é"Zjvﬁo]]‘0>

a

1 *
:Eta,eu(— A iy —A _’Aalhf_”Aqu/)‘ (18)

2bj
It is clear that, since the matrices A and A™ are related by a
unitary transformation, their sets of eigenvalues are identical,
and the eigenvectors correspond to identical states, and we
will choose to construct and diagonalize A™ because it is
real.
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The STEX Hamiltonian is constructed by combining Eqgs.
(15)—(18) with Eq. (4). The matrix elements on the diagonal,
i.e., Ay include the difference in hole and electron orbital
energies in addition to the difference in exchange and Cou-
lomb interactions between the hole and electron orbitals,
whereas the latter contribution is the sole contributor to the
off-diagonal elements of the Hamiltonian. The necessary ex-
change and Coulomb integrals are obtained by contracting
atomic orbital integrals over suitably chosen one-electron
hole-orbital transition-density matrices. If N, denotes the
number of hole orbitals included in the construction of the
ionized reference state, then 2Np,jo(Nyoe+ 1) such transition-
density matrices are needed. However, since the number of
hole orbitals is small the atomic-orbital contraction of the
densities can be performed in one batch, and the cost of the
method thus parallels that of a single Fock matrix construc-
tion with the possibility to use the existing routines in a
program for DHF calculations—the DIRAC [13] program in
the present context.

For an efficient implementation it is necessary to exploit
the time-reversal and spatial symmetries in the two-electron
integral evaluation. For this reason we symmetrize the den-
sity matrices with respect to time reversal. The molecular
point group is automatically exploited in the integral evalu-
ation by the quaternion symmetry scheme [17] of the DIRAC
program. In this representation the spinors are written in
quaternion form according to

ll’i:(l//?) H( Re &+ Im ¢/

Qu — @ 1
. e o= -l
e —Re ¢f] +Im ¢k

(19)

where 1, J, and k are the three anticommuting quaternion
units, satisfying 1’=j?=k’=1Jk=-1, and the operation of
time reversal is given by I%l//<—> —j Ql,//i. The time-reversal-
symmetric density matrices that we need to consider in order
to determine the matrix elements A,; 5, are

[yl + (DG < Cus o (20)
1G] = DG = Cut 2y, @1
1 = (D41 = 2wy 2, (22)
(DG + D) < g Oy (23)

These transition-density matrices are transformed to the
atomic-orbital basis and used to contract the set of two-
electron integrals. Computational cost and memory storage
reductions in this step due to spatial symmetry in the system
will parallel other parts of the program, and we refer to the
discussion on reductions to complex or real algebra that is
found in the work of Saue and Jensen [17]. Based on the
symmetries of the excited states, it is also possible to employ
the quaternion symmetry scheme to perform a block diago-
nalization of the STEX Hamiltonian, but the performance
gain in this step is insignificant compared to the overall com-
putational cost.
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The final step in the calculation involves the diagonaliza-
tion of the STEX Hamiltonian, and the oscillator strengths
are then computed from the eigenvectors through Eq. (8).
Above the core-ionization threshold the true absorption spec-
trum is continuous, and, in this region, a method such as
Stieltjes imaging can be used to obtain a realistic spectrum
from the discrete STEX spectrum.

III. APPLICATION TO THE K- AND L-EDGE NEXAFS
OF H,S

The features of the proposed four-component static ex-
change approach are demonstrated by the calculation of the
NEXAFS spectra of the sulfur K and L edges of H,S. Sulfur
is a relatively light element, and, as such, we expect signifi-
cant relativistic effects to be found in the core only; a scalar-
relativistic contraction of the 1s orbital and a spin-orbit split-
ting of the 2p-shell.

In the C,, point group, a H-S bond length of 1.328A and
a H-S-H bond angle of 92.2° were used for the calculations,
in accordance with the experimental molecular structure
[18].

A decontracted basis set was used, with the exponents for
the core and valence taken from the augmented triple-{ basis
set of Woon and Dunning (aug-cc-pVTZ) [19]. This basis set
was further augmented with diffuse functions with exponents
taken from a geometrical series with a factor of 1.6 (the most
diffuse exponent was equal to 0.000 850 a.u.). The sulfur
core region was supplemented with two even-tempered tight
functions, with the factor taken from the two tightest p func-
tions in the aug-cc-pVTZ set. Only s functions were included
for the hydrogen atoms, because the large basis set on the
sulfur atom was found to account for the polarization of the
hydrogen as well. The final large component basis set in-
cluded [31531p28d10f3g] and [4s] for sulfur and hydrogen,
respectively. All calculations were carried out with a locally
modified version of the DIRAC program [13], with the small
component basis set generated from the restricted kinetic
balance condition. The oscillator strengths presented are cal-
culated in the dipole length gauge.

A. Sulfur K-edge spectrum

The STEX calculation for the sulfur K edge is preceded
by self-consistent field optimizations of the molecular
ground state and the core-ionized states formed as the aver-
age of configurations with a hole in one of the two sulfur ls
orbitals. The main relativistic effect for the K edge is ex-
pected to be the scalar-relativistic lowering of the 1s-orbital
energy and the contraction of the hole orbitals from which
one could anticipate an effect on the oscillator strengths. In
order to get an estimate of the orbital contraction we have
determined the orbital expectation value (1s|#2|ls); the re-
sults are 0.012 51 and 0.012 41 a.u. at the nonrelativistic and
relativistic levels of theory, respectively. It is clear that the
contraction is very small, and the effect on the oscillator
strengths is also negligible (0.6% for the strong B, transition,
which is the fourth state in Table I).
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TABLE 1. Excitation energies (eV) and oscillator strengths for
the sulfur K-edge spectrum of H,S below 2479.5 eV. Four-
component relativistic (REL) STEX results are compared with the
corresponding nonrelativistic (NR) results.

(i:‘ll u:?

State Egpe (units of 107)  Egg —Eng  (units of 107)
B, 247581 0.006 8.39 0
A 2475.89 0.016 8.41 0
A 2475.96 0.994 8.39 1.005
B, 2476.05 4.347 8.41 4374
B, 2477.76 0.084 8.41 0.086
A 2477.82 0.381 8.40 0.382
B, 247791 0.712 8.40 0.715
A, 2478.15 0.541 8.41 0.545
A, 2478.55 0.011 8.40 0.011
Ay 2478.72 0.001 8.40 0.001
B, 2478.89 0.216 8.40 0.216
B, 2479.04 0.030 8.40 0.030
A 2479.05 0.123 8.40 0.123
B, 2479.08 0.234 8.40 0.235
A 2479.12 0.175 8.40 0.176
A, 2479.29 0.003 8.40 0.003
B, 2479.37 0.002 8.40 0.002
A 2479.46 0.092 8.40 0.092

The ASCF value of the 1ls ionization potential is
2480.2 eV at the four-component Hartree-Fock level, i.e., a
shift of 8.40 eV compared to the nonrelativistic value of
2471.8 eV. Besides this overall shift there are no significant
relativistic effects on the K edge sulfur spectrum, for in-
stance, the integrated intensity from triplet states adds to less
than 0.3% of the total oscillator strength below the ionization
threshold (see Fig. 1). Below 2479.5 eV there are only two
triplet states that have oscillator strengths larger than 107°.
These two states are reported as the first two states in Table
I, but we remind the reader that other triplet states are left out
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FIG. 1. Sulfur K-edge x-ray absorption spectrum determined at
the four-component static-exchange level of theory.
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in the report. The experimental ionization potential is
2478.3 eV [20].

Hence, the K edge of H,S is fully described at the scalar
relativistic level of theory, or alternatively the scalar relativ-
istic energy shift can be added by hand to a nonrelativistic
calculation.

B. Sulfur L-edge spectrum
1. X-ray photoemission spectrum

We now turn our attention to the sulfur L edge of H,S,
where nonscalar relativistic effects are known to play a ma-
jor role due to the spin-orbit effects in the 2p shell. In this
section we will focus on the electronic ionization potentials
and in the subsequent section we discuss the fine structure of
the absorption spectrum. The 2p orbital energies are split by
the spin-orbit coupling into two levels that correspond to the
two 2py/, and the four 2p;,, orbitals. A close inspection re-
veals a further splitting of the 2ps, level due to the molecu-
lar field, so there are all in all three energy levels in the sulfur
2p shell in H,S.

The calculation of the sulfur x-ray photoemission spec-
trum rests on the SCF optimizations of the ground state and
the core-ionized state with one electron missing in the 2p
shell. In the optimization of the core-ionized state one opti-
mizes three separate average-of-configurations states based
on one electron in the each of the three doubly degenerate
energy levels, respectively. Although the spin-orbit splitting
of 2py/, and 2ps3,, can be estimated directly from the orbital
energies of the ground state (A€), a more appropriate choice
is to determine the energy differences between the three
core-ionized states (ASCF). The ASCF values can be directly
compared to x-ray photoemission spectroscopy (XPS) mea-
surements. For H,S we determine the ASCF ionization po-
tentials to be 171.24, 169.98, and 169.96 eV, respectively,
and, for the average spin-orbit splitting between the 2p;,, and
the two 2ps), levels, we thus obtain a value of 1.27 eV (Ae
=1.32 eV). This is an overestimation of the spin-orbit split-
ting by 0.07 eV, as compared to the experimental XPS value
of 1.20 eV [21]. This discrepancy is partly due to the lack of
spin—other-orbit interactions in the Dirac-Coulomb Hamil-
tonian. The inclusion of spin—other-orbit interactions by in-
clusion of the Breit operator in the Hamiltonian would result
in a decrease of the spin-orbit splitting. The molecular field
splitting of the 2p;, levels is known to be underestimated at
the nonrelativistic Hartree-Fock level, due to electron corre-
lation effects, and we confirm this also for the DHF case. We
obtain a ASCF splitting of 27 meV (the Ae splitting is
23 meV), as compared to the experimental result of
106 meV [22]. The nonrelativistic electron-correlated calcu-
lation of Ref. [23] gives a splitting of 108 meV.

2. Near-edge x-ray-absorption fine structure

The NEXAFS spectra are determined with the STEX
method as outlined in Sec. II A. Before entering a discussion
about the physical characteristics of the relativistic sulfur
L-edge NEXAFS spectrum for H,S we will, in the two para-
graphs below, first address two computational issues, namely,
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FIG. 2. The effects of channel coupling (exchange interaction)
and reference-state optimization on the mixed region of the sulfur
L-edge spectrum of H,S. (a) Full channel interaction (solid line) is
compared to the added spectrum (dashed line) of one part with
excitations from 2p;,, and one with excitations from 2ps,. (b) A
single reference state (dashed line) with five electrons in the six 2p
orbitals is compared to the use of two separate reference states
(solid line) optimized for 2p;/, and 2ps,, respectively. Both these
spectra exclude the channel coupling between the 2p,, and 2p5,
orbitals.

the choice of core-ionized reference state and channel inter-
action.

In the optimization of the core-ionized state there are two
possible strategies, either one optimizes a single average of
configurations with five electrons in six orbitals or one opti-
mizes two separate averages of configurations with one elec-
tron in 2py,, and three electrons in 2p3,, respectively. In Fig.
2(b) we compare the NEXAFS spectra in the mixed region
for, on the one hand, a single core-ionized reference state
and, on the other hand, two separate-state optimized refer-
ence states. In general the differences in the two resulting
spectra are small, although a small decrease in the excitation
energies from the 2p;, shell are noticed for the separate-
state optimization case (see the three absorption peaks
around 167 eV). In the STEX approach, the choice of a com-
mon core-ionized reference state for the formation of all the
corresponding core-excited states is really based on the fact
that this recipe provides final states that well correspond to
the true ones. In cases of near-degenerate orbital levels, as
the 2p,, and 2p;, levels, it becomes difficult to argue
whether one should treat them separately or not. For the
sulfur L-edge spectrum, the differences in final spectra are so
small that we have adopted the more straightforward of the
two alternatives, namely, the one-step five-in-six approach.
Moreover, the formation of the STEX Hamiltonian with in-
clusion of a small subset of all orbital excitation operators is
warranted due to the large separation in energies between the
included hole orbitals and others, and, in this respect, it is not
reasonable to treat excitations from the 2p sublevels sepa-
rately.

In the two spectra shown in Fig. 2(b), we have calculated
two separate spectra based on excitations from the 2p,,, and
the 2p;,, orbitals, respectively, and added the two afterward.
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TABLE 1II. Excitation energies (eV) and oscillator strengths for the sulfur L-edge spectrum of H,S below
169.55 eV. States with oscillator strengths f;,,>0.0005 are included. The percentage contributions of each
hole orbital to the excited states are reported, and these are defined as the sum of the squares of the
corresponding elements of eigenvectors of the STEX Hamiltonian.

23 21
State E fou (units of 10%)  2p3, (%) E fou (units of 103 2py, (%)  AE
B, 165.50 0.79 98.4
B, 165.69 0.54 99.9
B, 165.73 6.23 99.9 166.90 5.10 97.8 1.17
A 165.75 491 99.9 166.97 3.54 99.5 1.22
B, 165.76 3.33 99.8 166.98 2.10 99.2 1.22
A, 165.95 2.61 97.3 167.11 2.40 95.1 1.16
A 167.61 0.76 99.8
B, 167.87 2.62 99.7 169.13 1.04 10.2 1.26
B, 167.89 3.46 99.9 169.14 2.08 83.2 1.25
B, 167.90 0.84 99.7 169.14 0.62 80.6 1.24
B, 168.30 1.64 100.0 169.55 0.85 81.5 1.25
A 168.30 1.00 99.9
B, 168.37 1.41 100.0
B, 168.40 0.75 100.0
A 168.44 1.01 100.0
B, 168.47 0.55 100.0
B, 168.87 1.17 96.9
B, 169.06 0.71 99.8
B, 169.07 0.76 99.2
A, 169.10 0.62 99.0
B, 169.31 0.75 99.8

The reason for this is that we wanted to exclude channel
interactions in the comparison of choices of reference states,
and, instead, we give explicit account of the effects of chan-
nel interactions in Fig. 2(a). Channel interaction implies of
course that there can be no exact division of the final states
as arising from excitations from either the electronic 2p,,, or
2ps), states. However, the spin-orbit splitting of the two or-
bitals amounts to about 1.2 eV for sulfur so in practice there
is little mixing of the respective excitation amplitudes in the
eigenvectors of the STEX Hamiltonian. Nevertheless, the ef-
fect on the spectra is significant. With inclusion of channel
interactions, we observe an increase in the 2p3,-2py/, energy
split, as well as a transfer of absorption intensity to the 2p;,,
states. Using a nonrelativistic way of speaking, one might
say that the 2p;, states become more singlet in nature due to
the exchange interaction (see the more complete discussion
below). Clearly, full channel interaction is and should be
used in the calculations of L-edge spectra, and the single
core-ionized reference state suitable for a description of the
complete spectrum is an average of configurations with five
electrons in six orbitals. All results discussed below are ob-
tained with this approach.

The excitation energies and oscillator strengths of the
most important states in the energy region of
165.5—169.5 eV are listed in Table II, and the corresponding
theoretical absorption spectrum is depicted in Fig. 3. The
first spectral feature consists of excitations from the 2p shell

into the lowest virtual orbitals, namely, 6a, and 3b,. Since
spin-orbit coupling is negligible for the valence orbitals in
H,S, we use the nonrelativistic labeling of these orbitals.
Using the orbitals of the ion, this part of the spectrum can be
completely interpreted as excitations from the six core orbit-
als into 6a; and 3b,, since the higher virtual orbitals have
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FIG. 3. Sulfur L-edge x-ray absorption spectrum determined at
the four-component static-exchange level of theory. The spectrum
displays the mixed region (165.0-167.3 eV) and the Rydberg re-
gion (167.5-170.0 eV). Spin-orbit splittings are given for selected
states.
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negligible weight for the excited states in this energy region.
The hole in the core makes the 6a; and 3b, orbitals strongly
bound and quite well separated in energy from others, which
is the reason there is very little mixture from other virtual
orbitals in the formation of the excited states. In the ionic
state, the 3b, orbital energy is actually below that of the 6a,
orbital (by 50 meV), due to the polarization of the occupied
orbitals in the vicinity of the core hole. When the electrons
move closer to the hole the 6a, virtual orbital density is
pushed away from this region. For the 3b, orbital this effect
is less pronounced because this orbital has a node on the
sulfur atom. Thus the lowering of the orbital energies due to
the core hole is larger for 3b,, but it is the final spectrum that
is to be accounted for, and in this respect these orbital eigen-
values have only limited predictive power.

The six hole orbitals and the four virtual orbitals give rise
to a collection of 24 excited states, six of which would ap-
pear as singlets in a nonrelativistic treatment. With relativity
taken into account, there are 18 dipole-allowed excited
states, six in each of the irreducible representations A, B,
and B,. The energy separation of the virtual orbitals is small,
and the excited states will have contributions from a mixture
of the 6a, and 3b, virtual orbitals. The energy separation of
the hole orbitals, on the other hand, is larger and the final
state is in most cases characterized as either a 2p3), or a 2py),
state, but a certain channel interaction exists. The amount of
channel interaction for a given final state can be calculated
from the eigenvectors of the STEX Hamiltonian, and we
show these percentage contributions from the hole orbitals
for the lowest states in Table II. For some states the mixing is
very strong, making a labeling in terms of hole orbitals dif-
ficult. In particular the ZpT,'2 states tend to mix with higher
excited 2p§/12 states, as is observed around 169.13 eV.

At the experimental ground-state geometry, the lowest 1B2
and 'Al states in the L-edge spectrum are almost degenerate
in the STEX calculation (2p3), states numbers three and four
in Table II). Indeed a crossing of the two potential energy
surfaces was found in nonrelativistic multiconfiguration SCF
work by Naves de Brito and Agren [24]. The STEX refer-
ence state is optimized completely in the absence of the ex-
cited electron, which causes some overscreening and exag-
gerates the lowering of the ]Bz state, so some discrepancy is
to be expected. A complete analysis of the complicated vi-
brational structure of these states is beyond the scope of the
present paper.

Based on earlier theoretical work [25-27], an analysis of
the experimental NEXAFS spectrum has been performed by
Hudson et al. [22]. In this analysis the apparent spin-orbit
splitting was found to be varying, from 1.112 eV in the
mixed valence-Rydberg region to 1.204 eV in the Rydberg
region, due to the different exchange interaction between the
excited electron and the hole in the 2p,,, and the 2ps,, orbit-
als. The combination of exchange and spin-orbit interactions
is particularly important for second-row elements like sulfur,
where the two effects are of comparable strength [12]. In this
way the L-edge spectrum generally contains more informa-
tion about the excited states than the K-edge spectrum. With
a fully relativistic approach, however, we are in a position to
address the differences in apparent spin-orbit splitting that
may occur within the mixed valence-Rydberg region itself.

PHYSICAL REVIEW A 73, 022501 (2006)

Since the 6a; orbital of H,S has a much larger charge density
(and different nodal structure) in the sulfur core region as
compared to the 3b, orbital, we expect a different apparent
spin-orbit splitting also for the different states in the mixed
region (due to different hole—excited electron exchange in-
teraction). The splitting between the intense B, states (exci-
tations to the 3b, orbital) is 1.168 eV, while the splitting
between the intense A, states (involving only 6a;) is
1.222 eV (see Fig. 3). In the Rydberg region STEX gives a
splitting of 1.25 eV, which is close to the ASCF value of
1.27 eV that was given in Sec. III B 1.

The coupling between the different excitation channels,
represented by the off-diagonal blocks of the STEX Hamil-
tonian, is of importance for the fine structure of the absorp-
tion spectrum. In the present case, the channel coupling con-
tains exchange interaction between the 2]7;,]2 and 21)5/12 states,
and this leads to a small increase in the apparent spin-orbit
splittings. On the other hand, we note that the exchange ef-
fects within the respective channels will reduce the apparent
spin-orbit splittings due to a larger increase of the 2p§,‘2 ab-
sorption energies as compared to those for the 2p{,'2 states,
and the inter- and intrachannel exchange interactions thus
cancel each other to some extent. Another effect of exchange
interactions is that part of the absorption intensity is trans-
ferred from the 2[)3,12 states to the 2[)],12 states [see Fig. 2(a)].
The reason is that the exchange interaction, which favors
parallel spins, gives the higher-energy state more of a singlet
character. In the limit of a small spin-orbit splitting the hole-
excited electron-exchange interaction is the dominant force,
and the states separate completely into singlet and triplet
states, with all the oscillator strength collected by the singlet
states. Because of the interplay between exchange interaction
and spin-orbit interaction, the oscillator strengths can deviate
from the statistical ratio of 2:1 corresponding to a null ex-
change interaction. In the present calculations, it is possible
to assign each of the mixed region excitations as originating
from either the 2p,, orbitals or some combination of the two
2psp, orbitals. In this way the total intensity ratios for exci-
tations from the two 2ps,, orbitals or the single 2p,,, orbital,
in the mixed region, were determined to be 1.34 (A, states),
1.87 (B,), and 1.42 (B,), giving an average ratio of 1.54; the
experimental ratios are given in Ref. [22] as ranging from
1.2 to 1.8. However, the large vibrational broadening in the
experimental spectrum made the assignment difficult, and,
because of this fact, we do not make a direct comparison of
our theoretical electronic spectrum with the experimental
one. Similar deviations of the value of the intensity ratio
from the statistical value of 2 have been observed in the
NEXAFS spectrum of SO, at the sulfur L edge [12].

IV. CONCLUSIONS

A development and implementation of the four-
component static-exchange approximation is presented. With
the analysis of the L-edge spectrum of H,S we show that the
method enables calculations of experimental observables that
are inaccessible to nonrelativistic methods, and, considering
the richness in details in L-edge spectra in general, this de-
velopment should play an important role for the analysis of
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experimental spectra. It is demonstrated that the spin-orbit
splitting of the sulfur 2p;,, and 2ps,, energy levels as well as
the intensity distributions are sensitive to the excited state,
and thus the molecular environment. Since four-component
methods treat relativistic effects in both the core and valence
regions, the proposed four-component static-exchange
method can be used for the analysis of molecular materials
containing heavy elements in which valence spin-orbit cou-
pling is important.

The computational scaling of the four-component static-
exchange method is the same as the underlying Hartree—
Fock program, and it imposes no additional limitations to the
system size or the handling of time-reversal and spatial sym-
metries. The construction of the static-exchange Hamiltonian
is formulated as contractions of one-electron transition-
density matrices with atomic orbitals in a way that parallels a

PHYSICAL REVIEW A 73, 022501 (2006)

regular Fock matrix construction. Existing routines in the
program are used for this purpose and the methodology is
thus open ended toward general improvements in the code
such as, for instance, handling of two-electron integrals or
treatment of current-current interactions in the Hamiltonian.
The static-exchange method as described in this paper has
been implemented in the DIRAC program[13].
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We have studied the spectral features of Cl Ly resonant x-ray Raman scattering of HCI molecules in gas
phase both experimentally and theoretically. The theory, formulated in the intermediate-coupling scheme, takes
into account the spin-orbital and molecular-field splittings in the CI 2p shells, as well as the Coulomb inter-
action of the core hole with unoccupied molecular orbitals. Experiment and theory display nondispersive
dissociative peaks formed by decay transitions in both molecular and dissociative regions. The molecular and
atomic peaks collapse in a single narrow resonance because the dissociative potentials of core-excited and final
states are parallel to each other along the whole pathway of the nuclear wave packet.

DOI: 10.1103/PhysRevA.74.062512

L INTRODUCTION

The creation and decay of excited states are fundamental
to all physical processes involving energy transfer on a mi-
croscopic scale. High-resolution resonant x-ray Raman scat-
tering (RXS) of free molecules provides an excellent tool for
investigating the finer details of the electronic structure,
which reflects different aspects of the intramolecular interac-
tion. In the case of resonant excitations below the ionization
threshold, utilization of RXS opens up new prospects [1-5].
One of the main advantages of RXS is the possibility to
study the same final state but making use of different inter-
mediate core-excited states. Such an opportunity makes the
interpretation of the molecular spectrum more accurate from
the point of view of both occupied and virtual molecular
orbitals (MO’s).

The object of our combined experimental and theoretical
study is the Cl Ly RXS spectrum of the HCl molecule.
This molecule was widely used in explorations of different
dynamical effects accompanying x-ray excitation using the
resonant Auger effect in the soft x-ray region [1,2] and RXS
near the CI K edge [6,7]. One of the major difficulties is that
the core hole is in the 2p orbital of the chlorine atom, which
is affected by substantial spin-orbit (SO) splitting. This split-
ting, about 1.75 eV, can be comparable with the Coulomb
interaction between core and valence MO’s involved in the
scattering. This forces us to invoke the intermediate-coupling
scheme [8] and to solve the corresponding equations explic-
itly. From our simulations of the x-ray absorption (XAS) and
RXS spectra we are able to perform the theoretical assign-
ment of the spectral lines, based on ab initio self-consistent
field (SCF) and multiconfigurational SCF (MCSCF) calcula-
tions of the inner-shell excited states. Special attention is
paid to the RXS through the dissociative core-excited state.

The article is organized as follows. We begin with a brief
outline of the experiment in Sec. II. Section IIT includes the

1050-2947/2006/74(6)/062512(8)
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diagonalization of the molecular Hamiltonian with the chlo-
rine L-shell spin-orbit interaction included followed by a
derivation of the expression for the RXS cross sections of
randomly oriented molecules. Details of the numerical simu-
lations are described in Sec. IV. Analysis of simulations and
comparison to the experiment are included in Sec. V. Our
findings are summarized in Sec. VI.

II. EXPERIMENT

The experiments were carried out at beamline 7.0 at the
Advanced Light Source at Lawrence Berkeley Laboratories
[9]. The gas was contained in a sealed gas cell connected to
a manifold where we could refresh the gas sample and keep
a constant gas pressure. The pressure was monitored using
Pirani tubes and kept at between 1 and 10 mbar depending
on the excitation energy in order to avoid saturation and
maximize intensity in the RXS measurements. The windows
used were 1000-A-thick SiyN; entrance windows and 1500
-A-thick polyimide film on a supporting mesh [10] as a win-
dow in the detection direction of RXS. The XAS was mea-
sured using a electrode measuring the current generated from
the secondary electrons from the excitation process with a
Kiethley picoamperemeter. The RXS was measured using a
grazing incidence spherical grating spectrometer [11]
mounted perpendicular to the incoming light and parallel to
the polarization vector of the synchrotron radiation light. The
slits on the monochromator were opened to get enough flux
for the experiments. The grating used was a S5-m-radius
spherical grating with 400 lines/mm with the slit set to
20 wm. The estimated spectral resolution is 500 meV in the
X-ray emission spectra.

III. SOLUTION OF EIGENVALUE PROBLEM FOR CORE-
EXCITED STATE

We start from diagonalization of the nonrelativistic many-
electron molecular Hamiltonian H for the core-excited state

©2006 The American Physical Society
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|2p.— ,) with c=x,y,z and the vacant MO ¢,, where i,
=y,(r)e and ,=,(r)B are the spin-orbital functions with
spin up (@) and spin down (). The diagonalization of H
gives the following eigenvalues and eigenfunctions for the
singlet,

1 - _
E[S), W (8)= TE(\!//A#») +ih), c=xy.z (1)
N
and the triplet,
[, m=1
gy <] B m=-1

E,.,,(T), 1
—=(eth) = ), m=0,
V2

2

states. We choose the molecular bond along the z axis. Due
to the axial symmetry, E,,(q)=E,,(q). The next step [8] is to
take into account the SO interaction in the L shell of chlo-
rine:

1 oV

Vso=A(L-S, A(N=-5—, (3)

H=H+Vso. 2% or’

where L and S are the orbital and spin momentum operators
of the 2p shell of CI, V is the potential of interaction of the
2p electron with the molecule, and c is the speed of light; we
use atomic units unless otherwise stated. The SO splitting

; .
Aso=EQpip) ~EQpip)=3L L= f R AP dr,
0

4)

is treated here semiempirically. We used the experimental
value Agp=1.75 eV, which is in good agreement with our
four-component calculations (Ago=1.62 €V). The SO inter-
action mixes singlet (1) and triplet (2) states,

Evlog= 3 [ci‘“<s)|1vf<s>>+ S v

c=xyz m=1,0,-1
x\m(r»}, 5)
where A=1,...,12. The coefficients are solutions of the
equations
[E(5) - E\JCN(S)
+ 2 % 1<~1f[<s>|vsolﬂz,m<r)>c£f,h’,<T)=o,
¢1=xy.z m=1,0,~

[ET) = ENJCO)(D) + 2 (oD Vol T, (SHCE(S)

+ X

m=1,0,-1

(WD) VoW, (D)CE, (D]=0. (6)

cym

The Hermitian SO operator has the following nonzero
matrix elements:
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FIG. 1. (Color online) Scheme of the studied transitions.
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(7

The solution of the coupled equations (1) and (2) produce
eight different eigenvalues with four doubly degenerated lev-
els, due to the symmetry of the molecule.

A. Inelastic x-ray Raman scattering
The amplitude of the resonant inelastic x-ray Raman scat-
tering (RIXS) is given by the Kramers-Heisenberg formula
(KH)
12
(0l(e - D)| P\ XD |(e; - D)W {g))
Flg)=2 LA,
Al 0=y g+ i

=S.T,

®)

where I is the lifetime broadening of the core-excited state;
w, e and w, e; are the frequencies and polarization vectors
of the incident and scattered x-ray photons, respectively;
) s=Er—Efq) is the resonant frequency of emission
transition from the core-excited to the final singlet [W{g)
=W,(S)] or triplet [‘I’f(q):\lf;”(T)] states. The core-excited
state depends on the unoccupied molecular orbital ¢, (Fig.
1). The index v of this MO is skipped for brevity of notation.
It will be restored in Sec. III C to show the importance of the
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interference of the elastic scattering channels through differ-
ent unoccupied MO’s. The transition dipole moments of core
excitation (O|D|W.(S))=12d,, are expressed through the
one-electron transition dipole moments between 2p,. and re-
laxed unoccupied MO ¢,. The matrix elements
(P(q)D[¥(q))=d,; of the decay transitions y;—2p, are
approximated by the one-electron transition dipole moments,
between the occupied MO ¢ and the 2p core hole. The SO
interaction in the core-excited state mixes singlet and triplet
states (5). Due to this, in addition to the S—S— S scattering
channels the triplet channel, S—7— T, become accessible.
The RXS amplitude of these channels reads

12 (A) (A)*
5y Le- DY) [e; - DY (S
F9)=\23 [ (S)Ie; - Dy ( )]’
’ A=l o) =y g5+

DWY(S)][e, - DY (1)]
@ = ) )+ I

— 2 e
Fi(D=\2% ©)
A=1

Here,

DYE = X cMS)d,,.

c=x,y.2

D= 3 VS, DRIMN= X CHDd,.

cm

c=x,y,2 c=x,y,2

(10)

The RXS cross section includes the scattering to singlet
and triplet final states,

(T(wa‘”]) = 2 |Ff(S)\2<I)(w, — O+ W) 0 7)
f

+ 3 |F;"<T>|2<1><w1—w+wfm,o.y>]

m=1,0,-1

(11)
where ) 0=E/{q)~E is the frequency of the transition
from ground to final singlet or triplet state. The spectral func-

tion of incident radiation is assumed to be a Gaussian

D0~ 0+ w0, 7)

1 |2 W -0+t 2
=— n7exp|:—(17ﬂq)'o) an], (12)
Y m Y

with vy the half width at half maximum.
Let us tune an excitation energy w far below the absorp-
tion edge:

V24125 Ago s, Q= 00— 0ggge- (13)

Here, Agr is the singlet-triplet splitting of the core-excited
state. The partial scattering amplitudes (9) show for such
detuning collapse the multiplet structure in a single S—S
— S line:

\2

FAS) =
AS) Q+.r

> (e-d,)d, e,

c=x,,2
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F(T) =0. (14)

One can see complete quenching of the S— 7— T channel
and the absence of SO splitting. This effect is rather similar
to the collapse of vibrational structure studied earlier
[1,7,12,13].

B. Orientational averaging

The present experiment deals with gas-phase molecules
and fixed angle y between e and the wave vector of the
emitted photon, k. The RXS cross section averaged over all
molecular orientations is given by the same Eq. (11) with the
partial contributions replaced by the averaged ones:

12 12

IFf<S>\2=§E > !

Act A=t (@1 = oy g+ D) (@) = 0y j5—11)

X {{D‘A’(S) DA (SHDIV(S) - DII(S)}

+ 2%(1 -3 cos’ y) X ({D(A)(S) . D}A)*(S)}
XDA(S) - DIM(S)}+ {DY(S) - DM(S)}

X{DA(s) - DIV ()} - %{D“‘)(S) -DA(s)}

X{DEV'(s) - D}“”(S)}> } . (15)

12 12

— 2 1
=23 3

A=l A=l (0~ WA f1)+ i) (w; - WA A1)~ i)

x [{wa DM(SHDE) (1) - D (1)

+ %(1 —3cos? y) X ({D(A)(S) -DM(T)}

X{DAV(8) - DD} +{DN(S) - D (7))}

m

XDAV(s) - D (N} - §{D“’<S> D)}

X{DY)(T) - D};t"(r)})] . (16)

Here, we introduced the scalar product of the complex vec-
tors @ and b without conventional complex conjugation of
the bra vector a: {a-b}=2,_ | ab.

C. Elastic x-ray Raman scattering

Elastic scattering (REXS) differs qualitatively from in-
elastic RXS because the final state coincides with the ground
state of the molecule. Due to this, only the §— S§— S channel
is allowed. Another important point is that the unoccupied
MO’s, to which the core electron is promoted, are now the
intermediate ones in the scattering process 2p— i, —2p.

062512-3
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FIG. 2. (Color online) Potential surface of the ground (GS), first
core-excited [18] 2p~'60", and final 407 '60" states. The squares
display the final 407 '60" state potential shifted in energy to show
the parallelism of the potentials.

This means that the scattering amplitude (9) for elastic scat-
tering includes the sum over v [1,14,15]:

_ 12 n!
Foy 3 P

v A=l

VI(S)e, D (8)]
W) — w0+ 11

(17)

Contrary to the inelastic scattering, the peak position of the
cross section of the elastic channel coincides with the exci-
tation energy:

U(ﬂhwl):‘F‘z(I’(ﬂ’l—w;)’)~ (18)

Here we display the index of unoccupied MO’s in D(S)
—DM)(S) and wyg— )0 due to the importance of inter-
ference in the elastic scattering channels through different
intermediate unoccupied MO’s . The cross section of elas-
tic scattering averaged over all molecular orientations is
given by Eq. (18) with |F|? replaced by

12

F=2533 3 ‘

 Amt 1y A1 (@1 = o0+ D) (0 — 0y, 0= 11)

X [{D(A”)(S) . D(A]Vl)*(s)}{D(Al‘))‘L(S) ~D<A1V')(S)}

+ 23—0(1 —3cos? x) X ({D(AV’(S) -DAY(8)}
X{D(Am)*(s) . D(Al"l)(S)} + {D(AV)(S) . D(Alv|)(5)}

XADA(S) - DA ()} - §{D"‘"’<S> DA(S)}

XD (). DM "”(S)}ﬂ : (19)

IV. COMPUTATIONAL DETAILS

The DALTON [16] molecular electronic structure package
was used to compute the energies of the singlet and triplet
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core-excited and final states of HCl. We have applied the
MCSCEF level of calculation considering eight electrons in a
complete active space (CAS) (6, 5, 5, 2) on the C,, symme-
try (A,By,B;,A,), where, for example, 6 means six orbitals
of the A; symmetry. These calculations were performed with
the core-correlated aug-cc-pCVTZ basis set [17]. Figure 2
shows the potential surfaces of the ground and core excited
27 60" states [18], as well as our result for the final state
407'60". To take into account the SO interaction in the core-
excited state we solved Egs. (6) with Agg=1.75 eV. In order
to get the SO splitting value we performed relativistic calcu-
lations based on the four-component STEX technique [19],
as implemented in the DIRAC program [20]. For this calcula-
tion we decontracted the qaug-cc-pCVTZ [17] basis set and
added tight p and d functions. The exponents for these tight
functions were taken from a geometrical series of the two
most tight p and d exponents in the original basis set. The
RXS cross sections are computed for y=0, which correspond
to the experimental value.

0.5
s
E 0.4 amyy
R ‘I amy
£ 031 o124
E=l [
p (
2 021 I
5 603 i R i
2 | 3mp e
< T 66y, 103! | 1B}
L 10 N 2 19312 1 i i
o . 'JA Hgo M
[ ‘ 3"3/2;' A‘SB/Z 11901,
0= T T L\\‘l : G\Ui LA + T
200 202 204 206 208 210 212
(a) ® (eV)
. ; . ; .

[ 763, 1
0006~ E
z L i
£ 0.005- B
o 4
8 60.
= 0004 32 E
g 1 1
3 0.003 B
2 F 60y, g
=]

3 o002 Ago=1.62 eV ]
= o001k E
0l—1 1
1 n 1 n 1 n
202 203 204 205
(b) (V)

FIG. 3. (Color online) Theoretical Cl Ly x-ray absorption
spectrum of HCI. Solid lines in panel (a) show x-ray transitions to
the o levels, while the dashed lines show the XAS of 7 and &
subsystems shifted by —0.85 eV. I'=0.0465 eV. Panel (b) shows the
results of four-component simulations for the first three peaks in the
CI Ly iy XAS spectrum of HCL.
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FIG. 4. (Color online) Comparison of the experimental Ly
XAS spectrum of the HCI spectrum (dotted line) with theoretical
simulations (solid line) based on a rescaling of the transition dipole
moment (see the text). The dashed lines show the partial contribu-
tions. I'=0.14 eV for all states except dissociative 603/, and 607/,
states with half width at half maximum equal to 0.84 eV.

V. DISCUSSION OF EXPERIMENTAL AND SIMULATED
RESULTS

A. X-ray absorption

Our simulations of L x-ray absorption are based on the
following expression for the absorption cross section aver-
aged over all molecular orientations:

12
2
o(w) = gz 2 IDYS)PA(w = wpg D). wro=Ep — Eo.

v A=l

(20)

In the MCSCF simulations of XAS we take into account
the following transitions: 2p—60,70,80,90 and 2p
—3m,4a,18 [Fig. 3(a)]. The relativistic calculations based
on the four-component STEX technique [19] show rather
similar intensities of the components of the first spin doublet,
and it gives Agp=1.62 eV [Fig. 3(b)], which is close to the
experimental spin-orbital splitting Ago=1.75 eV. The under-
estimation of Agq is due to the use of the Dirac-Coulomb
Hamiltonian, which neglects spin-other-orbit effects. Both
MCSCF and STEX calculations show the fine structure of
each component of the spin doublet caused by the molecular-
orbital splitting of the core shell, as well as by the Coulomb
interaction between the Ly y; shell and the vacant MO. We
see mainly triplet and doublet fine structure of bands 603,
and 60, respectively. We label the core-excited state
\2p,711/1) as v;, with j=1/2, 3/2. The accuracy of our MC-
SCF simulations of ¢ and 7 subsystems is very sensitive to
the CAS. To get better agreement with the experiment, we
shifted the 7 and & peaks to a lower-energy region by
0.85 eV [Fig. 3(a)]. A rather similar displacement of the
levels relative to the o subsystem was observed earlier in
XAS of the OCS molecule [21]. The first spin doublet related
to core excitation to 600 MO (marked in Fig. 3 as 603/, and
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FIG. 5. (Color online) Partial contributions \FJ{S) 2, Eq. (15),

and \F”;I(T)\z, Eq. (16), for the core excitation of the 7o level (Fig.
3). The inset shows the spin of the final state under scattering. Agy
is the singlet-triplet splitting of the final state.

60),) is computed taking into account only lifetime broad-
ening I'. However, the transition to the 60 MO is essentially
broader because the first core-excited state is dissociative
(Fig. 2). We simulated the dissociative broadening of the first
spin doublet using the wave packet technique [18]. The re-
sults of the simulations are shown in Fig. 3(a) by the dot-
dashed line. Figure 3(a) reproduces all experimental features
in the XAS spectrum (Fig. 4) after the above-mentioned shift
of the 77 and & resonances. However, the intensity ratio ob-
tained from the MCSCF calculation is far from being perfect.
For instance, the 7¢ intensity is severely underestimated
compared to the experiment and also compared to the STEX
calculation. The difference between the intermediate-
coupling MCSCF and four-component STEX calculations is
not mainly due to a different treatment of relativistic effects,
but rather due to basis set differences and because of the way
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FIG. 6. (Color online) RXS spectra of HCI for different excita-
tion energies. @w=206.9 eV and w=205.2 eV correspond to excita-
tion of the 703, and 707, states, respectively [Fig. 3(a)]. Incident
x-ray photons with different excitation energies “cut off” different
parts of the partial contributions (Fig. 5) according to Eq. (11).
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electron correlation is treated in the these two methods. Due
to this, we rescaled the transition dipole moments by fitting
our theoretical MCSCF profile to the experiment (Fig. 4). In
this fitting we have modified all the transition dipole mo-
ments used in Eq. (6) and shifted the whole spectral profile,
Fig. 3(a), to a lower-energy region by 1.25 eV.

B. X-ray Raman scattering

Let us start by illustrating the formation of the RXS pro-
file upon excitation to 7o MO. According to Eq. (11), the
RXS profile is the product of the spectral function and of the
partial contributions |F/(S)]>, Eq. (15), and \F}’(T)\z, Eq.
(16). Figure 5 displays the spectral shape of the partial con-
tribution for final states containing holes in the 40 and 50
occupied MO’s. These bands include sidebands related to

transitions to the final singlet and triplet states. The scattering
to the final triplet state is allowed due to the SO interaction
in the core-excited state. Each of these sidebands is split due
to the SO interaction and the molecular-field splitting of the
core shell, as well as because of the Coulomb interaction of
the core hole with the 70 vacant level. The spectral function
for different excitation energies “cut off” different parts of
the partial contributions (Fig. 5) according to Eq. (11) (see
Fig. 6). One can also see the elastic peak.

Both experimental and theoretical RXS spectral profiles
for different excitation energies are shown in Fig. 7. The 40
and 50 bands obtained by MCSCEF calculations were shifted
to higher-energy regions by 2.28 eV and 1.3 eV, respec-
tively.

The peaks 603, and 60, deserve a special comment.
The origin of these resonances is the scattering through the
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dissociative core-excited state 2p~'60 (see Fig. 2). Simula-
tions show that the intensity of the band 5o is much smaller
than the intensity of the 4o peak. Due to this, let us focus our
attention only on an analysis of 40— 2p fluorescence. The
ground-state nuclear wave packet is promoted to the poten-
tial of the core-excited state and moves from the point of the
vertical transition to the region of higher bond lengths (Fig.
2). During the dissociation in core-excited states, the mol-
ecules continuously decay to the final dissociative state
[2p~'40). A previous study of the resonant Auger spectra of
HCI suggests that hydrogen has the time to approach the
region of dissociation [22]. As is well known [1,18,23], the
RXS profile in general consists of two qualitatively different
bands. Decays near the equilibrium geometry form the mo-
lecular band while decay transitions in the dissociative re-
gion (where the potentials of the core-excited and final states
are parallel) result in the so-called atomic peak. Contrary to
the molecular band the peak position of the atomic peak does
not depend on the excitation energy  (except in the hard
x-ray region [7]). However, the final- and core-excited-state
potentials in the studied case are parallel to each other along
the whole pathway of the wave packet (Fig. 2). This means
that the molecular and atomic bands coincide with each other
and they form a single nondispersive atomic peak, as one can
see clearly from our wave packet simulations of the RSX
channels 603, and 607/,. Nondispersive behavior of the cor-
responding experimental peaks confirms our simulations and
interpretation (Fig. 2).

PHYSICAL REVIEW A 74, 062512 (2006)

To conclude let us discuss shortly the elastic band. Figure
7 shows that the simulations give the relative intensity of the
elastic peak approximately 5 times larger than the experi-
ment. One of the reasons for this can be the self-absorption
which is strong for resonant elastic scattering [1,15]. Another
source of this disagreement with the experiment is the Th-
omson scattering [15,24] ignored in our simulations.

VI. SUMMARY

We were able to measure the Cl Ly jj; resonant x-ray Ra-
man scattering spectra of HCl in a broad region of excitation
energies. Both the experiment and theory, based on the
intermediate-coupling scheme, show a strong dependence of
the RXS profile on excitation energy. We observed that the
excitation to the first dissociative core-excited state results in
a narrow nondispersive resonance without any molecular
band. The origin of this effect is that the dissociative poten-
tials of the core-excited and final states are almost parallel to
each other along the whole pathway of the nuclear wave
packet. Our measurements and simulations show that the hy-
drogen has time to approach the region of dissociation due to
the rather long lifetime of the core-excited state. This is in
agreement with resonant Auger studies of the HCI molecule.
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Characterization of the Chemisorption of Methylsilane on a Au(1,1,1) Surface from the
Silicon K- and L-Edge Spectra: A Theoretical Study Using the Four-Component Static

Exchange Approximation

1. Introduction

The thiol group is the most widely used functional group to
anchor small molecules to goldSelf-assembly of monolayers
of alkylthiols on gold surfaces relies on chemisorption throug|
which a covalent SAu bond is formed. However, several other
functional groups have lately also been been exploited for the
attachment of molecules to gold, for example, dithiocarbafate,
amino?~6 and silyl groups—1t

Bradshaw, Moyes, and Wells were first to study chemisorp-

UIf Ekstro'm,t Henrik Ottosson,* and Patrick Norman* -t

Department of Physics, Chemistry and Biology, Limikg University, SE-581 83 Lirikmng, Sweden, and
Department of Biochemistry and Organic Chemistry, Uppsalavehsity, SE-751 23 Uppsala, Sweden

Receied: March 2, 2007; In Final Form: June 30, 2007

X-ray photoelectron spectroscopy (XPS) and near-edge X-ray absorption fine structure spectra (NEXAFS) of
methylsilane, isolated and chemisorbed to a Au(1,1,1) surface, are determined in the fully relativistic four-
component static exchange approximatidooth the K- and the L-edge of silicon are addressed in this
investigation. In the fully chemisorbed structure, three H(Si) atoms have been cleaved off when Si binds in
the hollow site of Au forming three SiAu bonds of normal length. As due to the tri-coordinated chemisorption,
the onsets of the K- and L-edge NEXAFS absorption bands occur some 2.0 and 2.5 eV lower in energy,
respectively. The spinorbit splittings in the silicon 2p-shell are not significantly changed due to adsorption.

A partly chemisorbed methylsilane with only one H(Si) bond cleaved was also studied, and it is shown that
the polarization dependence in the surface spectra contains details that can be used experimentally to identify
the surface coordination of silicon. The red-shifts in the XPS silicon 1s (2p) spectra upon surface binding are
0.95 (0.65) and 1.15 (0.83) eV for the mono- and tricoordinated system, respectively.

atom. The hollow site is populated at low alkylsilane coverage,

while the site atop of a vacancy is populated at higher surface
coverage. This computational study also explained mechanisti-
h cally the surface pattern development that earlier had been
observed upon increased surface covetage.

In the present work we will address the size of the driving
force for tricoordination as compared to monocoordination and
the possibility to identify coordination from spectral character-
istics. We will study the silicon K- and L-edge in order to

tion of alkylsilanes on Au and strong evidence for binding of characterize the chemisorption of Sito a Au(1,1,1) surface. The

Si, rather than C, to the Au surface was givéit was shown
that 1.2 B molecules were formed for every G8iDs molecule
adsorbed on the gold surface. More recent extensive studies b
Banaszak Holl and co-workers concerned with the chemisorption (STEX)
of hydridosilsesquioxane clustéréHgSigO12 and HeSii¢O1s)
as well as linear alkylsilan&8 (RSiHs, R = hexyl, octyl, and

XPS and near-edge X-ray absorption fine structure (NEXAFS)
spectra of different molecutegold cluster systems will be
)petermined at the relativistic four-component static exchange

level of theory** and we will show how the release of
hydrogen in the adsorption process is revealed in the corre-
sponding spectra.

octadecyl) have provided structural information on the coordina- . i

tion of Si to Au(111). Soft X-ray photoemission spectroscopy I Computation Details

(XPS) on the hydrldos!lsesquu_)_xane clusters showed evidence A Geometry Optimizations. The geometry of isolated
for a monovertex binding of silicohwhereas strong support  methyisilane was optimized with the Gaussian prodfanthe
for tricoordination of the alkylsilanes to gold was obtained by pET jevel of theory with use of the hybrid B3L Pexchange-

XPS and reflection absorption infrared spectroscbylpon correlation functional and the polarized doulilebasis set
tricoordination the three SiH bonds of the alkylsilane RSiH 6-31G(d)!” The geometry of CkSi and CHSiH, adsorbed on
are thus broken and replaced by three-Sii bonds. a Au(111) surface was optimized with use of the periodic DFT

The tricoordination of Si to the gold surface provides for a program VASP (see refs $®0). In the periodic structure
rigid structure, and further support for this type of coordination optimizations, we employed the PBEexchange-correlation
was very recently obtained by the investigation of methylsilane f,ctional with atomic cores described using the projector
adsorption on gold through periodic density functional theory 5,gmented wave method of ref 22, a<55 x 1 Monkhorst-
(DFT) calculations? It was shown that the tricoordinate binding Packk-point mesh, and a 400 eV energy cutoff.

of methylsilane to the Au(111) surface occurs at two different
sites: the hollow site and atop the vacancy of an ejected gold

The unit cell used in the periodic DFT calculations contains,
apart from the adsorbate, five complete gold layers and a single

* Address correspondence to this author. E-mail: panor@ifm.liu.se.
T Linképing University.

gold atom in the sixth layer in order to produce an even number
of electrons. The geometry of the topmost three gold layers is

#Uppsala University. fully relaxed in the calculations starting from the bulk structure,

10.1021/jp0717084 CCC: $37.00 © xxxx American Chemical Society
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expect that the periodic calculations give a good description
not only of the metal surface but also of the adsorbed molecule.
Upon the chemisorption of silicon to the gold surface, one
or more of the StH bonds will be cleaved, and Banazsak Holl
and co-workers have provided strong support for the cleavage
of all three Si-H bonds®°® We have performed molecular
structure optimizations in a periodic electronic structure model
for situations when one and three hydrogens have left methyl-
silane. The geometry optimization of G8iH, on the gold
surface shows that the optimal binding site is slightly out of
the hollow site as to reflect the enhanced coordination to one
of the gold atoms at a SiAu bond distance of 2.44 A, see
Figure 1b. The SiC bond axis forms an angle of 3%ith the
normal of the bulk gold layers. The distances from Si to the
other two Au atoms in the unit cell are 2.96 and 3.04 A. When
CH;SiH, binds to Au, the SiH bond lengths are elongated by
1 and 2 pm and the SiC bond length is unaltered as compared
to the isolated molecule. The distances between the two H atoms
and the closest Au atom are relatively short: 2.66 and 2.39 A,
respectively. In order to compare the chemisorption of;CH
whereas other gold atoms are kept frozen. The unit cells are SiH; and CHSi from an energetic point of view, we performed
illustrated in Figure 1b,c (the frozen gold atoms are omitted in a single point energy calculation of G&i—Au + Hz, with H,
the figure). Because the approach requires periodicity in all three placed in the middle of the layer spacing so that intermolecular
dimensions, an artificial periodicity was introduced in the electronic interactions are absent. The conclusion from this
direction normal to the gold surface. The length of the lattice calculation is that the energy gain from splitting off molecular
vector in this direction was chosen to be 20 A, and due to this hydrogen from CHSiH,—Au is some 0.4 eV (40 kJ/mol). This
large separation, the corresponding interlayer interactions areresult is in accordance with the experimental conclusion from

Figure 1. Molecular structures for (a) methylsilane, (b) monocoordi-
nated adsorption of methylsilane, and (c) tricoordinated adsorption of
methylsilane. In the illustrations of the unit cells in parts b and c, the
two complete layers of frozen gold atoms are not shown. All bond
lengths are given in units of angstroms.

negligible. The experimental bulk value of 2.88 A for the-Au
Au bond distance was used for the frozen layers.

B. X-ray Absorption. The X-ray absorption spectra were
determined at the all-electron four-component level of theory
with a locally modified version of the Dirac prograthThe

XPS data, that all three SH bonds of methylsilane are replaced
by Si—Au bonds upon chemisorption to Aas well as with
the detection of some 1.2 hydrogen molecules per adsorbed
methylsilane?

From a molecular structure point of view, we see thag8®H

adsorption of methylsilane on the gold surface was in this case becomes tricoordinated in the hollow site upon chemisorption,
represented by model systems that include methylsilane and awith Si—Au bond lengths of 2.37, 2.35, and 2.34 A, see Figure
three-atom gold cluster. The employed three-atom clusters wereic, and the S+C bond length is shortened by 1 pm compared
cut out from the optimized periodic structures. to the case of monocoordination. The A8i bond lengths are
The X-ray absorption spectra were determined in the STEX thus in good agreement with those observed in X-ray crystal
approximatiort* We employed either the full four-component  structure determinations of Au complexes with tetrahedral Si
Dirac—Coulomb Hamiltonian or the infinite-order Dougtas ligands (2.352-2.363 A)27-2° Upon complete chemisorption
Kroll—Hess two-component Hamiltonian with spiorbit in- of methylsilane on Au, the three Au atoms of the hollow site
tegrals from the atomic mean field approximation. In the take the place of the H atoms and Si adapts a distorted
relativistic calculations we employed fully decontracted basis tetrahedral structure with AtuSi—C bond angles of 123%
sets with exponents taken from either Dunning’s suite of 140.#, and 130.3and Au-Si—Au bond angles of 81%378.0,
correlation consistent basis sets (aug-cc-p¥Diar C and H and 81.2. The C-Si bond direction forms an angle of @ith
and d-aug-cc-pVTZ for Si) or Feegri's relativistic doublé-  the normal of the bulk gold layers. The bond distances between
basis set for Ai¢ In the four-component calculations the basis the Au atoms that form the hollow site upon which Sigsl
set for the small components was generated from that of the coordinated increase from 2.88 to 2:93.06 A, which is less
large components by employing the restricted kinetic balance an increase than observed by Chen egdlhis difference in
condition. hollow site Au-Au bond elongation stems from the longer bulk
lattice vector used in their workwe adopt the experimental
value of 2.88 A for the bulk At-Au bond distance and they
use a theoretical optimized valaand differences in the degree

Ill. Results and Discussion

A. Molecular Structures and Coordination. The optimized
molecular structure of methylsilane has-& and Si-H bond of surface coverage.
lengths of 1.889 and 1.490 A, respectively, as illustrated in  In the NEXAFS calculations we will use a limited model
Figure la. For the isolated molecule, a natural population cluster that contains only the three silicon-coordinated gold
analysis shows that the charges on silicon and carbon are 0.93 atoms, and it is important that this cluster reproduces the
and—1.1%, respectively, and the silicon bonded hydrogens have essential features of the chemical environment for the silicon.
a charge of-0.18. The geometry optimizations of the adsorbed A natural population analysis of the model cluster reveals that
species are performed with a periodic electronic structure silicon and carbon have atomic charges of @.aid —1.13,
method, and results are therefore not directly comparable. Torespectively. The main difference with respect to the isolated
assess the quality of the surface calculations, we also optimizedmolecule is the transfer of electron charge to silicon. However,
the geometry of methylsilane with the parameter set used in this does not correspond to a donation of charge from the gold
the surface calculations. In this case, the optimizedCSand atoms (the atomic charge of each gold is @)04n order to
Si—H bond lengths are 1.885 and 1.502 A, and we therefore verify that this limited cluster model provides a reasonable
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description of the charge transfer at chemisorption, we also 0.6
performed a natural population analysis using a larger triangular
gold cluster with 13 atoms (six and seven in the first and second
layer, respectively). In this model the silicon and carbon atomic 0.2
charges become 0.84nd—1.16e, respectively, and the atomic
charge of each of the three gold atoms forming the hollow site
becomes 0.0281 We therefore conclude that the limited cluster
model of three gold atoms does provide a reasonable description
of the chemisorption process.

B. X-ray Absorption Spectra. Our implementation of the
relativistic static exchange approximation is based on the all-
electron four-component relativistic Dirac program, see ref 14
for details, and due to the computational cost, we are forced to il
model the gold surface by a very limited cluster. Our model 0.2 -
system includes a single GBi or CH;SiH, molecule placed r ‘| |
in the hollow site of three gold atoms. Since the intersite O T T T T 1 T T
electronic interactions between adsorbates are expected to be S0A0 84ks 1842 mq,,shcéi‘l;n;g;s(e\,l}ﬂ“ Apaic 28se
negligible for adsorbed methylsilane, we argue that it is realistic _ ) - -

10 Consider @ model Wih  Single molecule .., we expect he fikne,Z; o CiGaLsorpion specta below e siloo 1sjanizaton
valence orbitals to be located to the unit cell. The natural CH,Si—Aus (lower panel). The solid line refers to the isotropic averaged
population analysis showed that the gold atoms donate only aabsorption and the dashed line refers to absorption of X-rays polarized
small electron charge to the adsorbate and we believe it mayalong thez-direction. For the isolated molecule thelirection is parallel
therefore be realistic to use a triatomic cluster for the representa-{© the SC bond axis and in the gold cluster calculationsziutirection

tion of the surface. We are unable to further address the ° perpendicular to the bulk gold layers.

sensitivity of the X-ray absorption spectroscopy (XAS) results understood aspparent2p-shell splittings that may differ to a

to the surface model but argue that the present work providesvarying extent from the splittings as measured in XPS.

the first-order effect on the XAS for silicon when chemisorbed As a part of the STEX procedure, the average-of-configuration
on a Au(1,1,1) surface. Hartree-Fock wave function is calculated for the core-ionized

With respect to computational parameters, we have employedstate that corresponds to the absorption edge of interest. The
the infinite-order DouglasKroll —Hess (DKH) two-component  final core-excited states in the near-edge absorption process are
Hamiltonian with spir-orbit integrals from the atomic mean  thereafter formed from configuration interaction singles calcula-
field approximation. We benchmarked the use of the DKH tions based on the orbitals of the core-ionized state. As it turns
Hamiltonian against the use of the full four-component Dirac ~ 0ut in the case of silicon adsorbed on a gold surface, the Si
Coulomb Hamiltonian for the isolated methylsilane molecule 2p-orbitals are sufficiently close in energy to the 4f-orbitals in
and the corresponding XAS are in excellent agreement. We gold in order to mix during the optimization of the core-ionized
expect that the same accuracy will hold for the chemisorbed State. This is an un.phy5|ca! artifact of the computatlonal schfeme
silicon XAS calculations and, in this case, we have therefore that is unable to give a su!table representatlgn of the localized
limited our calculations to employ only the two-component atomic hQIe that.charac?er]zeg X-ray abso‘rptlon processes. The
Hamiltonian. In a discussion about the quality of the STEX self—conmstent_—f_leld optimization module in the program was
calculations it is also appropriate to motivate the choice of basis therefore modified as to be able to freeze the core electron
set. To better describe the electron density of both the grounddensity of the gold atoms in the optimization of the wave
and core excited states, we have used a doubly augmenteé“ncpo_n of the referenc_e lon. In practice th_|s was done by
uncontracted triplé:-basis séf for silicon. The most pronounced modnfymg thg F9°k matrix, in a molecula( orblta! basis, before
effect on the electron density in the formation of the core excited the d|agqnal|zat|on step in the self-co_nS|stent field proced_ure.
state as compared to the ground state density is of course theThe off-diagonal eIemenFs correspondl_ng to the frozen orb|tals
contraction of the 2p-shell (and valence shells) of silicon and were selt to tzero, f;eez;ng r:hose orlzlttﬁlsdbut 'ta”(')wtlf?g th?rf
the basis set requirements are therefore strongest for this atomter:ger%?eliifeo vary due to changes ot the density In tne rest o
Further improvements of the Si atomic orbital basis were made From the c;ptimization of the core-ionized states we obtain
Eg; 2%’:;?5:? ggwgecsorl:llmjee ﬁ;ﬁﬁ:iﬁg&? rsgseuﬁ:;af:ﬁfeth_e ionization potentials_(_l Ps) that are relevant fo_r a comparispn

" h . “with XPS data. For the silicon 1s-shell of methylsilane we obtain
valence and mlxed-Rbeerg regions of the X-ray absorption an IP of 1847.76 eV, and upon chemisorption this value is
spectrum are accurate in this respect. ~ reduced by 0.95 (monocoordination) and 1.16 eV (tricoordina-

Since we have adopted a four-component approach spin istion). The 2p core-ionized reference state is formed as the
not a good quantum number. The ground state is Kramers average of configurations with five electrons in six orbitals and
restricted and corresponds closely to the nonrelativistic closed-in order to determine thek IPs we subtract one-third of the
shell Hartree-Fock state, whereas the final states in the spin—orbit splitting of 0.6 eV from theASCF energies. The
absorption process cannot be characterized by their spins butesulting Ly IP for methylsilane thereby becomes equal to
should be seen as to include the entire mixed manifolds of 106.42 eV, and those of the adsorbed species are predicted to
singlet and triplet states. The spiorbit interactions are included  be 0.65 (monocoordinated) and 0.83 eV (tricoordinated) lower.
in the zeroth-order Hamiltonian and splittings between th@2p  Banazhak Holl and co-workers argued that similar shifts in the
and 2py, orbitals are correctly built into the theory. Since the 2p ionization thresholds indicate a loss of the-Bibonds2*
splittings observed in a NEXAFS spectrum are due to a The silicon K- and L-edge NEXAFS spectra for isolated and
combination of core and valence orbitals, they are to be chemisorbed methylsilane are presented in Figures 2 and 3 with

| CHSIH 7 1847 76
0.4

CH,SiH,-Au, 1P 1846.81

Absorption (arb. units)
o
=

o

| CHSi-Aug 1P 184660
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O s 1P 064z on the polarization of the incident radiation provides a finger-
print to be used in the experiment.
Between 1844.0 and 1845.0 eV, there are two characteristic
peaks in the K-edge spectrum of the monocoordinated system.
r T The two peaks are almost absent in the corresponding spectrum
1.0-CHSiH-Au, Ly IP 105.77 of the tricoordinated system, and the reason is that the transitions

involve the two hydrogens that are bonded to silicon.
\/f\ Let us now focus attention at the L-edge spectra. The upper

2.0

0.5
panel in Figure 3 shows the spectrum for the isolated molecule.
The onset for the absorption occurs at about 102.8 eV and the
Ly 1P 105.59 spectrum below the ionization threshold is rather narrow43
eV). The spectral profile shows five peaks that are well separated
from the ionization edge. The first peak is assigned asza 2p
— Si(4s) transition with a corresponding 12p— Si(4s) peak
that is separated by a spiorbit splitting of 0.63 eV (as
indicated in the figure). The peak in between is assigned as a

) A . o transition to the o*-orbital for which the corresponding
Figure 3. X-ray absorption spectra below the silicons2fionization on-L.state lies iust bel the domi t 3d K in th
threshold of CHSiH; (upper panel), CkBiH,—Aus (mid panel), and Pyp-State lies just below the dominant sd-peax in the spec-

CHsSi—Aus (lower panel). The solid line refers to the isotropic averaged trum.
absorption and the dashed line refers to absorption of X-rays polarized The middle panel in Figure 3 shows the spectrum for;CH
along thez-direction. For the isolated molecule theirection is parallel SiH,—Aus. With a comparison made against the spectrum of
to the Si-C bond axis and in the gold cluster calculationsznfirection the isolated molecule, the characteristic differences as due to
is perpendicular to the bulk gold layers. chemisorption become apparent. First, the onset of the absorp-
. ; . tion occurs some 2.5 eV lower in energy due to a direct influence
the upper panels referring to the isolated molecule, the middle o yhe go1d surface. The absorptions in the region of 161.0
panels to monocoordination, and the lower panels to tricoordi- 105 5 ev are due to 2p — Au(6s) and 2p, — Au(6s)
nation. The bars in the figures correspond to the oscillator ansitions. One can determine a value for the spirbit
strengths for the transitions from the ground to the core excited gpjitting energy to be 0.63 eV, which is identical with the
states, and the solid lines are obtained by adding Lorentziangpjitting in the isolated molecule. Second, we note that the
line profiles applied to the individual transitions. The plots also  spectrum in the region of 103:005.5 eV closely resembles
contain a dashed line that refers to the absorption intensity duethat of the isolated molecule and is thus attributed to methyl-
to X-ray radiation polarized along the normal to the bulk gold sjlane itself.
layers. We denote this as teelirection. The relative absorption The lower panel in Figure 3 shows the spectrum forsCH
intensities between the K- and L-edge spectra are preserved insji—Aus. The main characteristic spectral feature of the mono-
the plots and do correspond to the relative differences in coordinated system is found also in the case of tricoordination.
oscillator strengths, but the absolute scale in the graphs isThe Au(6s) absorption bands in between 101.0 and 102.5 eV
otherwise arbitrary. are present also in the case of tricoordination, and these bands
The spectra presented in Figure 2 indicate that there areare separated from those that can be traced to the spectrum of
substantial differences in the K-edge absorption in the three the isolated molecule (although this is less apparent in the case
situations that we consider. The near-edge spectrum of theof tricoordination due to the absence of silicon-bonded hydro-
isolated molecule is extended over about 3 eV with a first peak gens). The separation between the two parts in the L-edge
at around 1844.7 eV that is dominated by the absorption of Spectrum occurs at an energy of 102.5 eV. Upon chemisorption,
radiation polarized along the direction of the-Si bond (see we note that there is a small red-shift in energy for the transitions
the dashed line in the plot). The second peak is the strongest inthat we attribute to the adsorbed molecule itself.
the spectrum and it is characterized by a transition from the Si  In the comparison of L-edge spectra of the mono- and
1s to an orbital perpendicular to the-Gi bond direction. Due  tricoordinated systems, we would like to emphasize the strong
to the surface interactions, the K-edge spectra of the adsorbed?olarization dependence in the lower part of the spectrum for
species are more stretched out and red-shifted (in particular thathe tricoordinated system, i.e., the part of the spectrum that
of the monocoordinated system). The first strong peak in the iNvolves the Au 6s orbitals. As we discussed above, this
spectrum of CHSiH,—Aus is found at 1842.7 eV and corre- d!fference in polarization dependen(_:e is connecte_d to the
sponds to an excitation from the Si 1s orbital to a virtual orbital differences in angles between the main molecular axis and the
with contributions from Si 3pand Au 6s, and the transition is  Surface normal.
therefore dominated by the absorptionzgfolarized radiation
(with a z-direction that is defined to be along the normal to the
bulk gold layers). The first strong peak of the tricoordinated  Fully relativistic four-component calculations of the near-
system at 1843.5 eV, on the other hand, has virtually zero edge X-ray absorption fine structure spectra of methylsilane,
contribution from absorption af-polarized radiation, and the  isolated and chemisorbed to a gold surface, have been presented.
final state is in this case characterized by an electron transferperiodic structure calculations are also carried out to determine
to an orbital that is composed of Si,3nd 3g and Au 6s. The  the bonding site and coordination of silicon to the surface. Our
reason for the different character in the first strong peak in the calculations indicate that the silicon bond site is the hollow site,
respective K-edge spectrum of €5iH,—Auz and CHSi—Aus and we conclude that the X-ray absorption spectra of silicon
is attributed to the difference in bond angles between the reveal the surface bonding characteristics of the adsorbed
molecular axis and the surface normal (or #eis to be more methylsilane. Chemisorption is readily observed in the X-ray
precise). Such a strong dependence in the absorption spectrunabsorption spectrum as the appearance of absorption bangs 3.5

Absorption (arb. units)

T
106

Photon Energy (eV)
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6.0 eV below the 2g; ionization edge. These bands correspond
to excitation from the silicon 2p-level predominantly to the 6s-

orbitals of the surface gold atoms. The polarization dependenceyennucci, B.; Cossi,

J. Phys. Chem. &

(15) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Rohb,
M. A.; Cheeseman, J. R.; Montgomery, J. A., Jr.; Vreven, T.; Kudin, K.
N.; Burant J. C.; Millam, J. M.; lyengar, S S TomaSI J; Barone V.,

M,; Scalmam G.; Rega, N; Petersson G. A;

of the X-ray absorption spectra can be used to determine theNakatsuiji, H.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, R.; Hasegawa, J.;

coordination of silicon.
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Chapter 6

Time-dependent DFT in the
X-ray region

The main drawback of the STEX method is that it does not include effects of
electron correlation, except in the sense that the reference determinant is chosen
near-optimally for the final states. It is also difficult to generalize the method
to treat nonlinear optical effects such as two-photon x-ray absorption. These ef-
fects may become important with the construction of the next generation of x-ray
sources, which can reach very high intensities. We have shown how time-dependent
DFT can be rigorously applied in the x-ray region, without introducing restric-
tions on the excitation manifold. This is done by using the complex polarization
propagator, where the finite lifetimes of the excited states are taken into account.
The resulting method is in principle exact, but approximate exchange-correlation
functionals introduce errors in the results.

In our work, we have found that it is necessary to use a density functional that
correctly reproduces the Coulomb attraction between the excited electron and the
hole. This requirement is well known for valence charge-transfer excitations, but is
even stronger for core excitations. The CAMB3LYP and LLB94 functions have been
found to give good results for core spectroscopy, but they often give large absolute
errors. This error is associated with the so-called self-interaction problem in DFT,
and we propose a correction to this problem in Paper [X] With this correction
we are able to predict both the absolute energies of an absorption edge and the
relative energies of the absorption peaks. The complex polarization propagator
method is also open-ended towards extension to nonlinear x-ray absorption.

139



140 Time-dependent DFT in the x-ray region




Paper VII

X-ray absorption spectra from the
resonant-convergent first-order polarization
propagator approach

U. Ekstrom
P. Norman

Physical Review A 74, 042722 (2006)
Reproduced with permission







Paper VII

143

PHYSICAL REVIEW A 74, 042722 (2006)

X-ray absorption spectra from the resonant-convergent first-order polarization

propagator approach

UIf Ekstrom™* and Patrick Norman'
Department of Physics and Measurement Technology, Linkoping University, SE-581 83 Linkoping, Sweden
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The one-photon absorption cross sections of molecular systems have been determined in the high-energy
region from the imaginary part of the electric dipole polarizability tensor. In contrast to commonly adopted
state-specific methodologies, the complex polarization propagator approach does not require explicit consid-
eration of the excited states and it is open-ended towards multiphoton absorption. It is shown that the electronic
relaxation in the core-hole state is well accounted for in the present approach with use of standard density-
functional based electronic structure methods. Sample calculations are presented of the K-edge x-ray absorp-

tion spectra for H,O, CO, C4HyN, and C¢Hg.

DOI: 10.1103/PhysRevA.74.042722

L INTRODUCTION

X-ray absorption spectroscopy (XAS) is a widely used
experimental technique due to its ability to characterize the
local molecular structure of samples. Its sensitivity to the
local molecular environment stems from the fact that, for
x-rays, the photon energy is comparable to core electron ion-
ization energies, and the hole will therefore be localized to a
particular atom. The virtual orbital, on the other hand, is
extended over the molecule, and, because of this, the spec-
troscopy probes the atomic environment. When x-ray absorp-
tion spectra are nontrivial, for example when several chemi-
cally shifted or spin-orbit splitted core orbitals are involved
in the absorption process, a good theoretical model is called
for in order to exhaust the information in the experiment. As
of today, there exist a number of approaches for the calcula-
tion of XAS, ranging from high quality state-specific multi-
reference configuration interaction [1] methods to more ap-
proximate ones such as the static exchange approximation
(STEX) [2-4] and density-functional theory (DFT) based
methods [5]. Common to all state-specific methods, however,
is the fact that they are prohibitively expensive when ad-
dressing a large number of core excited states, and other
issues are the treatment of dynamic correlation and electronic
relaxation in multireference state approaches, the lack of sys-
tematic improvements to the STEX approach, and the limited
applicability and theoretical foundation of current DFT based
approaches.

Furthermore, the development of new x-ray radiation
sources will enable novel x-ray spectroscopies such as fem-
tochemistry and multiphoton absorption experiments [6,7], a
development that presents new challenges for theoretical
modeling. None of the approaches described above are, e.g.,
able to address multiphoton XAS, whereas, in the optical
region, such calculations are performed for large molecular
systems with polarization propagator techniques [8]. The rea-
son for this deficiency is the electric dipole coupling between
the final core excited state and all intermediate states, va-
lence and core excited.

*Electronic address: ulfek@ifm.liu.se
"Electronic address: panor @ifm.liu.se
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PACS number(s): 32.80.Fb, 32.30.Rj

The main impediment in quantum chemical calculations
of XAS, as compared to optical absorption, is that the final
states of interest are embedded in ionization states of the
more loosely bound electrons; the ionization states form a
continuum that do not significantly contribute to the x-ray
absorption of the core states. In standard polarization propa-
gator approaches, such as the random-phase approximation
(RPA) [9], the eigenvalues of the electronic Hessian are
found by iterative techniques, and special care has to be
taken to find the states of interest. In the general case, this is
cumbersome, since one desires to resolve only the states con-
tributing to the absorption, and not the large number of
eigenstates in the low-energy region. Furthermore, the entire
absorption edge of a particular core shell can require hun-
dreds, or thousands, of excited states for an accurate descrip-
tion.

In the present work, we will demonstrate that it is possible
to overcome the difficulties mentioned above by avoiding an
explicit resolution of the excited states, and focusing directly
on the physical observable, namely the absorption cross sec-
tion. By employing a resonant-convergent first-order polar-
ization propagator approach [10,11], where absorption is in-
cluded in the formalism, it is possible to directly calculate
the absorption cross section at a particular frequency without
explicitly addressing the excited-state spectrum. The pro-
posed approach is open-ended towards an extension to mul-
tiphoton absorption—in the optical as well as the x-ray re-
gion of the spectrum—and our work should be seen as a first
step in this direction. Again this is possible due to the im-
plicit treatment of all excited states in the calculation in the
complex polarization propagator (CPP) approach. The CPP
has been implemented in the Hartree-Fock, multiconfigura-
tion self-consistent field, and Kohn-Sham DFT electronic
structure theory [10,11].

Our methodology has been illustrated in a letter [12], but
there are several key issues that need to be addressed in
greater detail in order to provide insight to the virtues and
limitations of the complex polarization propagator approach
as applied to XAS. In this work, we will demonstrate how
the electronic polarization in the core excited state is ac-
counted for by the inclusion of electron correlation in the
electronic structure theory, instead of, as in conventional ap-

©2006 The American Physical Society
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proaches, by a separate optimization of the electronic density
of the final state in the absorption process. In terms of the
RPA equation, one way to resolve the quasistable states in
the high-energy region of XAS is to limit the construction of
the electronic Hessian to include only core-hole excitation
channels. In the CPP approach this approximation is not in-
troduced, and, for a given electronic structure method, we are
considering the complete propagator. We will discuss the
representation of continuum states with a basis set of local-
ized atomic orbitals, and show that an identification of the
ionization threshold can be made in the CPP approach by a
simple scaling procedure of the basis set exponents. Water
will be used as a sample system for these investigations. We
will also qualify the CPP approach against experiment not
only for K-edge spectra of oxygen but also for the K-edge
spectra of nitrogen and carbon. We have therefore also de-
termined the XAS spectra of carbon monoxide, benzene, and
pyrrole.

II. ABSORPTION IN MOLECULAR MATERIALS

With magnetic interactions neglected, the energy loss of
an electromagnetic field in a linearly absorbing media is re-
lated to the dielectric function through the Poynting theorem

[13]
< d absorbed energy

o volume >T= 2w Im e(w)(E(r,1) - E(r,1))7,

(1

where the angular brackets indicate the average over one
period of oscillation 7. For dilute substances, the macro-
scopic dielectric constant is related to the microscopic mo-
lecular polarizability a(w) through the Clausius-Mossotti
equation

3(5/50—1
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where N is the number density of the substance. The absorp-
tion cross section is directly related to the energy loss and
density of the medium, and, correspondingly, it is equal to

o(w) = “Lﬂ Im a(w). 3)

By introducing damping terms 7, that correspond to the in-
verse lifetimes of the exponentially decaying excited states
of the system, the molecular polarizability can be written as
a sum-over-states expression

R {<oma|n><nmﬁ\o> . <0m3|n><nmn|o>}7

Wou = @ =iy Wt WY,

>0
4)

where fi, is the electric dipole operator along the molecular
axis a and w,, is the transition frequency between the
ground state |0) and the excited state |n). In practice, the
inverse lifetimes of the excited states is set to a common
value in the calculation, i.e., y,=7v, although there are no
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restrictions as such built into the CPP approach.

If we instead consider the polarizability as a function of a
complex frequency argument z, i.e., z takes the place of the
real frequency w in Eq. (4), then an integration along a con-
tour C that encloses the poles of the right half plane gives the
result

i [ 2oz =275 o Ol doligdo), )
C n

independent of the values of the inverse lifetimes 7,. In the
limit of small v,, the integrand can be related to the linear
absorption cross section in Eq. (3) and we get

am. (%
me’ Imf za(z)dz = l;f o(w)dw
- c 3ce” )

3mre

2m,w, N
=2 3h620"|<n|;4\0>\2 =2 fu=N,.

(6)

where m, is the electron mass, e is the elementary charge,
and N, is the number of electrons, and, in the last step, we
used the Thomas-Reiche-Kuhn sum rule for the oscillator
strengths f,,. We have thus seen that, in the limit of small
inverse lifetimes, there is an equivalence of whether one de-
termines the linear absorption spectrum from the imaginary
part of the electric dipole polarizability or from the oscillator
strengths. The former way is adopted in this work and avoids
the explicit resolution of the excited states whereas the latter
way involves the determination of the eigenvectors of the
electronic Hessian.

In the random-phase approximation and with a common
lifetime broadening for all excited states, the polarizability is
given by the solution to the response equation [10,11]

agpl) == g TP = (04 i), ()

where ,ug] is the electric-dipole property gradients along the
molecular axis @, E1?! is the electronic Hessian, and S/ is a
metric (overlap matrix). In a resonant-divergent propagator
approach (y=0), Eq. (7) cannot be used to calculate the ab-
sorption, and one instead solves the generalized eigenvalue
equation

A B 10
det[ EP?1 - 821 = det[( . ) - w( )] =0,
B" A 0 -1

(8)

directly for the excitation energies and transition moments.
In this sense it does not matter if one uses Eq. (8) or the
linear-response function of Eq. (4) to construct the absorp-
tion spectrum, as we have discussed above. In practice it is,
however, not feasible to construct the electronic Hessian E(*],
and Eq. (8) must be solved iteratively for a small number of
roots. The problems with this approach for x-ray absorption
are outlined in the Introduction, and we may contrast this
with an approach based on Eq. (3). Here the absorption at a
particular frequency can be computed, at a constant compu-
tational cost and memory usage regardless of how many
states are involved. In this way the energy region of interest
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can be sampled with an energy spacing corresponding to the
linewidths 7,. In practice we consider a constant y,=7y as a
fitting parameter depending on the experimental resolution in
the energy range of interest. The cost of the calculation is
thus determined from the resolution of the experiment. In the
case of standard RPA, the character of the excited state and
an interpretation in terms of orbitals can be obtained from
the solution vectors to Eq. (8), whereas, in the present ap-
proach, the same information is retained from the imaginary
part of the frequency-dependent response vector NZ(w)
:[Em—(m+iy)s[2]]’l,u%] in Eq. (7).

An extension to two-photon absorption would involve
the imaginary part of the second-order hyperpolarizability,
Y(—w;»,~o,w), as obtained from a cubic response function.
The procedure would otherwise follow the outline given here
for linear absorption.

III. RESULTS AND DISCUSSION
A. Computational details

To show the features of the CPP approach we have calcu-
lated the K-edge spectra of oxygen in water, carbon in ben-
zene and carbon monoxide, and nitrogen in pyrrole. The cal-
culations are based on Eq. (7) and refer to the Hartree-Fock
(HF) and Kohn-Sham DFT electronic structure methods. The
x-ray absorption spectra have been calculated using an
implementation [10] in the DALTON program [14], and, for
reasons of comparison, we have also employed the STEX
method with use of the same program. The calculations have
been performed using the triply augmented correlation con-
sistent double-{ basis set of Dunning (t-aug-cc-pVDZ) [15].
Because of our use of finite Gaussian-type orbitals (GTOs) in
the basis set, we cannot treat the region above the ionization
edge and results are restricted to photon energies below the
core ionization threshold.

B. Experimental spectra

Four molecules have been chosen to illustrate the effec-
tiveness of the CPP method, one diatomic molecule (CO),
one triatomic (H,0), and two aromatic systems, C¢Hy and
C4HyN. The experimental near-edge x-ray absorption fine-
structure (NEXAFS) spectra of these molecules are available
in the literature and have been discussed in previous publi-
cations [16,17]. For completeness we make a short review of
the main characteristics of these spectra.

The valence part of the H,O spectrum (Fig. 1) is made up
of peaks corresponding to excitations from the oxygen Is to
the virtual 4a,, 2b;, and 2b, orbitals. The intensity of each
absorption peak is dependent on the local p character of the
empty orbitals at the oxygen nucleus, which gives stronger
intensities for excitations to the B, and B, states that involves
orbitals with nodes on the oxygen atom. Vibrational states
are not individually resolved in the experimental spectrum,
and, to good approximation, the line shapes are symmetric.
By integrating the absorption cross section we obtain experi-
mental intensity ratios of 1:1.3:0.7 for the three lowest peaks.

In carbon monoxide, as well as in the aromatic molecules,
the dominant spectral feature is the strong 15— 7" transition.
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FIG. 1. K-edge NEXAFS spectrum of water. The absorption
cross sections from CPP calculations are reported in atomic units.
For the RPA results, bars show RPA excitation energies and oscil-
lator strengths in arbitrary units, while the solid curve shows the
results from a CPP-HF calculation. All DFT results are obtained
with the CPP method: the CAM-B3LYP results are obtained with
65% (circles) and 100% (dashed line) long-range Coulomb interac-
tion; the LB94 results show individual components and averaged
value (full line). The spectra have been shifted by the amounts
indicated in the figure. The experimental results are taken from Ref.

[16].

Like in the case of water, the vibrational structures, or asym-
metrical line shapes, are not resolved in the experiment. In
benzene there are six identical carbon atoms, possibly giving
rise to interference effects between the excitation channels.
However, this effect has been considered negligible in previ-
ous theoretical studies [18].

C. Electron correlation and electronic relaxation

It is well known that the large electronic relaxation effects
in core excited states prohibits a successful use of the time-
dependent Hartree-Fock approximation (or RPA, as com-
monly denoted in the literature) [2,4]. This failure is illus-
trated by the RPA and CPP-HF calculations on water that are
presented in Fig. 1.

The RPA excitation energies and oscillator strengths have
been computed by restricting the excitation channels to only
those leaving a hole in the oxygen ls orbital. These calcula-
tions give too high excitation energies, and the spectrum is
“stretched” in energy, giving much too large energy separa-
tions between the absorption peaks and the ionization thresh-
old. In addition to these effects the general shape of the
spectrum is not in agreement with the experiment. On the
other hand, the agreement between RPA and CPP-HF is in
this case very good, indicating that the deficiency of the RPA
calculation does not lie in the exclusion of channel interac-
tion in this case. The failure of these calculations to provide
a spectrum in reasonable agreement with experiment lies in-
stead in the lack of electron correlation in the underlying
electronic structure method.
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Presented from this perspective, electronic relaxation is an
effect of electron correlation. The CPP approach, however, is
straightforward to combine with any electronic structure
method and it thus has the potential of providing the exact
electronic spectrum in the valence as well as core regions of
the spectrum. We expect the electronic relaxation in the
core-hole state to be an effect mainly due to dynamic corre-
lation and we focus therefore at electronic structure methods
designed to retrieve dynamic rather than static correlation.
Coupled cluster approaches would be suitable in this respect
but the CPP method has yet to be implemented in this case
and an evaluation of this combination can, at present, there-
fore not be made. Instead, in this work we adopt the Kohn-
Sham DFT approach with use of some of the standard adia-
batic exchange-correlation functionals that have been
presented in the literature over the past one and a half de-
cades.

The principal prospects of DFT based approaches are ap-
parent to everyone, but unfortunately there are, and probably
always will be, several issues that one must consider in prac-
tical use. For instance, the standard DFT functionals suffer
from self-interaction problems that lead to severely underes-
timated core-excitation energies. This problem has also been
noted for valence charge-transfer states [19,20], where the
cause of the problem is essentially the same. Due to self-
interaction the Coulomb interaction between the hole and the
excited electron is not treated correctly whenever there is
little spatial overlap between the two, as typically occurs for
high-energy absorption such as XAS. For this reason, we
have employed two different density functionals designed for
correct description of Coulomb interactions, namely the
LB94 [21] and CAM-B3LYP [22] functionals. For CAM-
B3LYP we present results both for a full asymptotic Cou-
lomb interaction as well as for a scaled interaction including
only 65%. The latter scaled functional is suggested in Ref.
[22] as parametrized for valence charge-transfer excitations,
but we find that 100% asymptotic Coulomb interaction im-
proved the mixed valence-Rydberg part of the water spec-
trum as seen in Fig. 1. Both LB94 and CAM-B3LYP(100%)
show a slight “compression” of the absorption below the
ionization threshold, and for CAM-B3LYP(65%) the com-
pression is even greater due to the inexact asymptotic behav-
ior of this functional. We note that a small compression is
present also in the STEX spectrum, in this case due to over-
screening in the ionic reference state. The calculated inten-
sity ratios for the three lowest peaks are 1:1.9:0.7 in the case
of CAM-B3LYP(100%), and 1:1.6:1.05 for LB94. Consider-
ing the two lowest peaks, the results obtained with the LB94
functional agree well with the experiment intensity ratios of
1:1.3. For the third peak it is difficult to make a quantitative
comparison since it is not as well isolated in the experiment.
In general the energy splittings of absorption peaks are well
reproduced in the theoretical calculations.

Regarding the aspects of electron correlation and elec-
tronic relaxation in the core-hole state, we conclude that
CPP-DFT is indeed a viable approach as long as a correct
description of the Coulomb interactions is provided in the
functional; the quality of the CPP-DFT spectra are rivaling
or exceeding those of STEX calculations. However, the ab-
solute energies in the theoretical XAS spectra are underesti-
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FIG. 2. Nitrogen K-edge NEXAFS spectrum of pyrrole. The
absorption cross sections from CPP calculations are reported in
atomic units. Symmetry components of the absorption shown by
dotted (A), dashed (B,), and dot-dashed (B,) lines. The experimen-
tal results are taken from Ref. [17].

mated to a varying degree due to self-interaction, and, in a
separate publication, we will discuss how these errors can be
strongly reduced for the standard functionals used here. We
stress, however, that the effect of the observed errors inflicts
a constant shift of the absorption energies, and it does not
hamper the applicability of the CPP method for XAS.

D. Polarization dependence in the x-ray absorption

An important aspect in the analysis of x-ray absorption
spectra is the comparison of spectra obtained with different
polarizations of the incident light; it provides information on
the molecular orientation on surfaces and it allows for a char-
acterization of the excited states.

At first, due to the implicit treatment of the excited states
in the CPP approach, it may appear as if one loses the pos-
sibility to characterize the core excited states. But to the
same degree as in the experiment, this information is con-
tained in the light polarization dependence of the absorption.
In Fig. 1, in the LB94 spectrum, we plot the results corre-
sponding to the imaginary part of the individual components
of the polarizability [a,.(w)]. The state lowest in energy
acquires its intensity from absorption of light polarized along
the molecular principal axis and thus corresponds to an lAl
state. The second peak in the spectrum is a IBl state whereas
higher-lying peaks are of mixed symmetries. We thus con-
clude that the polarization dependence of the absorption is
given by considering the individual tensor component of the
polarizability, and that this can be used as a basis for a sym-
metry analysis of the participating states.

In the case of the nitrogen K-edge spectrum of pyrrole
presented in Fig. 2, the polarization analysis reveals that the
peak at 402 eV is the sum of the contributions from states of
two different symmetries, namely, ]Bz and 1A14 The LB9%4
functional gives a larger splitting of the B, and A; compo-
nents of this peak as compared to both the CAM-B3LYP
functional and also the experiment. Contrary to the carbon
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FIG. 3. The effect of basis set scaling on the absorption above
and below the ls ionization energy of water. The circles (above)
show the energy shift of each maximum and minimum of the ab-
sorption. The two absorption curves (below) have been computed
with the basis set exponents scaled by 0.9801 (whole line) and
1.0201 (dashed line), respectively.

and oxygen K-edge spectra under consideration, the
CAM-B3LYP(100%) nitrogen spectrum is stretched com-
pared to the experiment, instead of compressed.

E. Estimating the quality of the basis set

The calculations in this work have been performed in a
GTO basis set, and these basis functions do not allow for a
proper description of the continuum states. Care therefore
has to be taken to ensure that the character of the resolved
states is such that it is well described with the chosen basis
functions. But since we do not resolve the individual Ryd-
berg states, converging on the ionization energy of the sys-
tem, there is no clear way to determine in what energy range
the calculated absorption is a good approximation to the true
absorption. It is clear, however, that the excited states above
the ionization threshold as approximated in a finite GTO ba-
sis will not satisfy the virial theorem. This is because con-
tinuum orbitals cannot be accurately represented in such a
basis. We therefore propose a stability criterion based on the
change in the absorption spectrum with respect to a uniform
scaling of the basis set. In Fig. 3 we show the effect of
scaling the basis set exponents, on the positions of the ab-
sorption maxima and minima in the water absorption spec-
trum. As can be seen in the figure, the energy shifts are small
and approximately constant below the ionization threshold,
while above the threshold the shifts are increasing linearly
with photon energy. In this way we are able not only to
determine the ionization threshold but also the valid energy
range for a particular basis set.

In some cases it may occur that spurious absorption peaks
appear as an artifact of a given basis set. Such peaks corre-
spond to valence-continuum excitations, and are undesired
artifacts of the finite basis. However, augmenting the basis
with diffuse functions may not always cure the problem, only
shift these spurious peaks, and we therefore propose to re-
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FIG. 4. Carbon K-edge NEXAFS spectrum of CO. The absorp-
tion cross sections from CPP calculations are reported in atomic
units. Results are obtained with the aug-cc-pVTZ basis sets with
additional augmentations of [22522p22d] (full line) and [7s7p7d]
(dotted and dashed lines). Dashed line shows artifacts of the finite
basis set. The experimental results are taken from Ref. [16].

strict the excitation space only to include virtual orbitals with
eigenvalues below a given threshold (high enough not to
influence the core-valence excitations). The CO molecule
can be used to illustrate these effects of the finite basis set,
see Fig. 4. For this purpose the aug-cc-pVDZ basis has been
augmented with a diffuse set of [7s7p7d] functions, and
compared to an augmentation using [22s22p22d] functions.
For calculations with the CAM-B3LYP functional the effect
of the change in basis sets is negligible, showing that the
[7s7p7d] augmentation is already sufficient in the energy
region of interest. However, with the LB94 functional and
the smaller basis a spurious peak appears just below 292 eV
in Fig. 4. This peak corresponds to an excitation from the
valence to a virtual orbital with an energy close to 300 eV.
We also note that intensity is transferred from the real ab-
sorption peak to the spurious peak. In the calculation with
the larger basis set this peak is absent, showing that it is
indeed an unphysical absorption peak.

In the general case it is not practical to identify spurious
peaks by determining the responses to changes in the basis
set as indicated for carbon monoxide in Fig. 4. Instead we
have implemented an energy cutoff in the excitation space,
based on the eigenvalues of the virtual orbitals. In Fig. 4
(dotted line) we present the absorption calculated with the
[7s7p7d] augmented basis set and with inclusion only of
virtual orbitals with eigenvalues less than 150 eV. As can be
seen in the figure, this spectrum is virtually identical to that
obtained with the [22522p22d] augmented basis set. We
therefore recommend that an energy cutoff in the excitation
space is always employed, unless stability with respect to the
basis can be assured in some other way.

F. Chemically identical and nonidentical atoms

In the case of benzene there are six chemically identical
carbon atoms and it seems natural to require that the elec-
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FIG. 5. K-edge NEXAFS spectrum of benzene. The absorption
cross sections from CPP calculations are reported in atomic units.
The CAM-B3LYP results are computed using 65% and 100%
(circles) long-range Coulomb interaction. The experimental results
are taken from Ref. [16].

tronic ground as well as excited states reflects this symmetry.
In the CPP approach there is no difference in the treatment of
valence and core excitations and all electronic states will
therefore span the irreducible representations of the molecu-
lar point group. In state-specific approaches, such as, e.g., the
STEX method, there is a choice as to whether or not one
localizes the core hole to a specific atomic center [23]. A
localization of the core hole and thereby a symmetry broken
wave function in the excited state may be a consequence of
the vibrational Jahn-Teller coupling. Our calculations for the
carbon K-edge spectrum of benzene in Fig. 5 account for
excitations from all six core regions, but the effect Jahn-
Teller localization has on the electronic spectrum is assumed
to be small. This is, however, not the same as saying that the
vibrational effects as such are small, but a discussion of vi-
brational profiles is beyond the scope of the present work.
The calculated benzene spectra show the same compression
as seen in the water spectra; the best agreement with experi-
ment is obtained with the LB94 functional. The absolute en-
ergy predicted by CPP-LB94 is also in good agreement with
the experiment, in contrast to the case of the oxygen K-edge
spectrum of water. It is also seen that, compared with the
CAM-B3LYP functional, results obtained with the LB94
functional provide better relative energies for the higher 7"
states, although the intensity of the second 7" peak is over-
estimated. Considering the consistently improved quality of
results obtained with the CAM-B3LYP(100%) functional as
compared to the CAM-B3LYP(65%) functional, we recom-
mend use of the former in future calculations of XAS.

In large molecules of low symmetry, there may be a large
number of chemically nonequivalent atoms of the same type.
In such a situation the excited state should of course be rep-
resented by a core-hole localized wave function regardless of
a discussion of vibration, and it is desired from theory to be
able to assign spectral peaks to atomic sites. In state-specific
approaches one would go about this task by calculating the
individual spectra with core holes localized to the different
atomic sites, one at a time. The final spectrum would be
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obtained by adding the atom specific spectra. We wish to
emphasize that, in the CPP approach, the complete spectrum
is obtained in one single calculation which may be highly
beneficial for large systems. Despite this, there is no loss of
information in the CPP method as compared to state specific
methods. The assignment of peaks to atomic sites is readily
done after an orbital analysis is done of the response vectors
in Eq. (7) that correspond to the frequencies of the peaks.

IV. SUMMARY AND CONCLUSIONS

Successful assignment of spectral peaks in the experi-
ment, based on theoretical calculations, relies on accurate
predictions of both intensities and excitation energies. The
sample calculations presented in this work show that the
complex polarization propagator (CPP) approach is capable
of providing high quality results in both these aspects.

We have presented a computational approach for the cal-
culation of high-energy photoabsorption in molecular mate-
rials; as a matter of fact, the proposed methodology is in
form and implementation identical regardless of the energy
region of interest so valence, ultraviolet, and x-ray regions of
the spectrum are included in one common treatment. The
calculation of absorption is based on the imaginary part of
the electric dipole polarizability which we determine with a
resonant-convergent CPP approach. The theory is applicable
to all standard electronic structure theories, and it is therefore
open-ended towards inclusion of electron correlation in a
way that, for instance, the static exchange approximation
(STEX) is not. The exact results for the electronic absorption
in the x-ray region is therefore available under the same con-
ditions as those found for valence transitions. Since the CPP
method rests solely on the optimization of the electronic
ground state, it avoids all problematic issues involved with
the optimization of the highly excited final state in the ab-
sorption process as well as it preserves orthogonality be-
tween the initial and final states.

Admittedly, for the CPP method to provide highly accu-
rate x-ray absorption spectra there are strong demands on the
description of electron correlation in the electronic structure
method at hand. The reason for this is that, in the CPP ap-
proach, the charge polarization of the core hole in the final
state is described as an effect of electron correlation whereas,
in separate-state based methods, it is included by the optimi-
zation of the excited state. So, while the Hartree-Fock ap-
proximation in many cases provides accurate results for core
excitations in the STEX approach it may not be all that use-
ful in the CPP approach. However, at the same time as elec-
tron correlation may be the stumbling block of the CPP
method it is also one of its strong points by being the sole
factor to determine the quality of the calculation. During the
last decade it has become clear that density-functional theory
(DFT) places itself as one of the most important tools in
quantum chemistry. As far as the time-dependent Kohn-
Sham DFT method is concerned, its most appealing feature,
apart from being cost effective, is that it is an exact theory if
only the true nonadiabatic exchange correlation functional
was known. We therefore argue that the CPP approach to the
calculation of absorption will yield a powerful combination
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with DFT, and this approach will benefit from the develop-
ment of more accurate functionals in chemistry which is a
very active research area of general interest and importance.
In fact, CPP-DFT calculations do provide yet another sensi-
tive probe in the development of exchange correlation func-
tionals.

Not only do CPP-DFT calculations have a potential of
being highly accurate, they will also be applicable to very
large systems with the development of linear scaling tech-
niques in DFT. We emphasize that there are no specific is-
sues involved with the complex polarization propagator tech-
nique; in the case of DFT, it is formulated and based on the
same Fock matrix routines as other modules of the program
and it will therefore benefit directly from improvements in
the handling of two-electron integrals. The calculation of
x-ray absorption spectra for large-scale systems also reveals
another strong feature of the CPP approach, namely that the
absorption from all atomic centra is included. In traditional
methods that involve the optimization of the final state one
would localize the hole orbital to a specific atomic center and
repeat the calculation for all symmetry independent centra.
Such a procedure is of course prohibitive for calculations on
large systems with low spatial symmetries.

The CPP approach as presented here neglects vibrational
effects in the absorption spectra. In many cases there is no
need to consider this effect, while in some other cases it may
be absolutely essential for a correct interpretation. This issue
is, however, not specific to the proposed CPP method and
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further discussion of vibrational profiles is beyond the scope
of the present work.

We point out that an extension of the present approach
from one-photon to multiphoton absorption is provided by
turning to the imaginary part of the second, fourth, etc., hy-
perpolarizability. In the case of multiphoton x-ray absorp-
tion, the CPP approach would be the only available formu-
lation as of today, and the reason is the coupling of the initial
and final states in the absorption process to all intermediate
states in the system. This coupling would be automatically
included with the CPP technique since the whole excitation
and de-excitation manifolds are considered in the construc-
tion of the propagator, and, for the same reason, the CPP
method is also gauge invariant.

The CPP approach is not only possible to combine with
any electronic structure method, thereby choosing the de-
scription of the N-particle space, but it can also be combined
with different descriptions of the one-particle space. In other
words, the present implementation is based on the use of
Gaussian-type orbitals but could well be modified to include
other types of basis functions. The main reason for such a
development in the context of x-ray absorption spectroscopy
would be the possibility to address the states in the con-
tinuum above the core ionization edge.
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A polarization propagator for x-ray spectra is outlined and implemented in density functional theory. It
rests on a formulation of a resonant-convergent first-order polarization propagator approach which makes
it possible to directly calculate the x-ray absorption cross section at a particular frequency without
explicitly addressing the excited states. The quality of the predicted x-ray spectrum relates only to the type
of density functional applied without any separate treatment of dynamical relaxation effects.

DOI: 10.1103/PhysRevLett.97.143001

Introduction.—X-ray spectroscopy, the oldest tool in
natural sciences to investigate the elementary composition,
electronic, and geometric structure of matter, has experi-
enced a great revival in recent years much owing to the
development of synchrotron radiation facilities. This re-
vival is now further spurred by the envisioning of the
forthcoming 4th generation radiation sources with ultra-
short, femtosecond, pulses with space and time coherence
that will open a broad avenue of scientific issues of funda-
mental and applied character, with emerging new disci-
plines such as x-ray femtochemistry, dynamic x-ray Raman
spectroscopy, and femtoscale diffractional scattering, and
that will help to solve essential problems in materials and
life sciences [1]. The completion of —still in some years to
come—x-ray free-electron lasers with outstanding per-
formance can produce a paradigm shift in natural sciences,
for instance, in protein biology with the possibilities to
study single proteins and membrane proteins in situ or in
materials science with the possibility to follow femtosec-
ond dynamics at atomic dimensions.

It stands beyond doubt that a concomitant development
in theory and simulation technology is called for.
Traditionally, the use of x-ray spectroscopy can be traced
to the localized nature of the core electron involved in an x-
ray transition, which implies effective selection rules,
valuable for mapping the local electron structure, and a
chemical shift that carries conformational information.
From a theoretical point of view, the core electron local-
ization is a complicating factor that inflicts large relaxation
of the valence electron cloud in a semistationary state that
is embedded in an electronic continuum. Treatments of
relaxation effects have favored the restricted in scope,
state-specific methods whereas polarization propagator
methods that otherwise form a universal approach to de-
termine spectroscopic properties in the optical and ultra-
violet regions have been disfavored. A propagator based
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formalism has several formal and practical advantages in
that it explicitly optimizes the ground-state wave function
(or density) only, it ensures orthogonality among states, it
preserves gauge operator invariance, sum rules, and gen-
eral size consistency, and it is applicable to all standard
electronic structure methods (wave function and density
based). Furthermore, it gives much improved oscillator
strengths and other spectroscopically related properties as
compared to state-specific methods. It would therefore be
highly consequential to extend the applicability of propa-
gator approaches to the family of x-ray spectroscopies.

In the present work, we demonstrate that it is indeed
possible to construct an electronic polarization propagator
which is applicable not only in the traditional optical
region but also in the x-ray region. We overcome the
difficulties described above by formulating a resonant-
convergent first-order polarization propagator, where ab-
sorption is included in the formalism, making it thereby
possible to directly calculate the absorption cross section at
a particular frequency without explicitly addressing the
excited states. We demonstrate that the proposed approach
has the same qualities and virtues for x-ray spectroscopies
as traditional propagator approaches have long shown
for optical spectroscopies. Apart from being a direct,
time-dependent approach for calculating the x-ray absorp-
tion spectrum, with proper account of relaxation effects,
the resonant-convergent polarization propagator method
is open-ended towards extensions to properties and
spectra in the x-ray region in general, for instance,
x-ray dichroic and nonlinear spectroscopies such as multi-
photon x-ray absorption that will be experimentally ob-
servable with the forthcoming x-ray free-electron lasers
[2].

Theory.—The cross section for linear absorption of ra-
diation by a randomly oriented molecular sample can, in
the electric-dipole approximation, be expressed as

© 2006 The American Physical Society
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where @ denotes the trace of the complex electric-dipole
polarizability tensor. We note that the real part of «a corre-
sponds to the refractive index of the sample. By introduc-
ing damping terms 7, that correspond to the inverse
lifetimes of the exponentially decaying excited states of
the system, a quantum mechanical expression for the mo-
lecular polarizability can be written as a sum over the
excited states according to

aqp(w) = h’lz

n=>0

, Olighn)anla, 0
wy, + o + iy, |

(<0|/lu|n><n|;l[g|0>

Wo, — @ ~ iy,
2

In approximate state electronic structure theory, the use
of Eq. (2) is very limited. Instead, in time-dependent
polarization propagator theory, one traditionally adopts
the infinite lifetime approximation (y, = 0) and converts
Eq. (2) into a matrix equation in which any explicit refer-
ence of the excited states is avoided. The corresponding
polarization propagator is real and resonant divergent.
Absorption properties are given in terms of the eigenvec-
tors of the electronic Hessian that are found by a bottom-up
approach, which means that one can address only the first
few valence excited states. One pragmatic way to address
high-lying excitations, such as core electron excitations, is
to construct a limited Hessian based on a restricted set of
electron excitation operators (the restricted channel ap-
proach). However, such an approach will not be able to
account for the electronic relaxation of the core-hole state
and will thus be quite inaccurate, in general.

In the present work, we demonstrate that a recent ex-
tension of propagator methods that implements Eq. (2)
inherently provides the possibility to address the relaxation
effects in x-ray spectroscopies while maintaining other
favorable features of propagator theory. In this complex
polarization propagator (CPP) approach [3], the polariz-
ability is given by the solution to the response equation

aop = —pa "B — (0 + in)SP gl )
where ,ug] is the electric-dipole property gradient along
the molecular axis «, EM is the electronic Hessian, and St
is a metric (overlap matrix). Using this approach, the
absorption at a particular frequency can be computed at a
constant computational cost and memory usage, no matter
how many states are involved and without having to de-
termine the eigenvectors of the electronic Hessian. In this
way, the energy region of interest can be sampled with an
energy spacing corresponding to the linewidths (a common
linewidth y, = v is used in the present work). Since we
make no approximations in the propagator (for a given
electronic structure method), our approach has the poten-

tial to be exact for the electronic absorption. We stress that
explicit reference of the excited states is not made.

Calculations.—To show the qualities of the CPP ap-
proach, we have calculated the near-edge x-ray absorption
fine structure (NEXAFS) spectra of the oxygen K edge in
water and the carbon, nitrogen, and oxygen K edge in the
guanine-cytosine and adenine-thymine base pairs; see
Fig. 1 for molecular structures. The calculations have
been performed with a locally modified version of the
DALTON program [4] at the Kohn-Sham density functional
theory (DFT) level using the van Leeuwen—Baerends 1994
(LB94) [5] and the hybrid Becke three-parameter
exchange—Lee-Yang-Parr correlation functional using
the Coulomb-attenuating method (CAM-B3LYP) [6]
exchange-correlation functionals. The latter functional is
to a varying degree including long-range Coulomb inter-
actions (indicated in parenthesis below). For comparison
with previous theoretical work, we have also calculated the
spectrum for water using the state-specific static exchange
(STEX) method. We have employed basis sets of double-¢
quality: taug-cc-pVDZ [7] for water and 6-31G [8] for the
base pairs.

In the case of water (Fig. 2), excellent absorption spectra
are obtained with the LB94 and CAM-B3LYP (100%)
functionals. We compare here with the STEX calculation
which includes relaxation (albeit not the so-called screen-
ing relaxation) but otherwise excludes electron correlation
effects. The CPP approach makes no distinction between
the two effects and would, in principle, give the correct
answer, provided we knew the correct density functional.

AT

FIG. 1 (color online). Molecular structure of guanine-cytosine.
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FIG. 2. K-edge NEXAFS spectrum of water. The CAM-
B3LYP results are obtained with 65% (circles) and 100%
(squares) long-range Coulomb interaction. The LB94 results
show individual components and averaged value (solid line
with circles). The spectra have been shifted by 15.15 (CAM-
B3LYP) and 4.0 eV (LB94). The experimental results are taken
from Ref. [9].

Both of the functionals tested here give too low excitation
energies, a fact that can be directly related to the self-
interaction error in the core. However, the effect of this
error is only to provide a constant shift of the absorption
energies and does not hamper the use of the CPP method
for the purpose of spectral analysis. For both LB94 and
CAM-B3LYP (100%) functionals, the obtained spectra
show a slight “compression” of the absorption below the
ionization threshold; for CAM-B3LYP (65%), the com-
pression is larger due to the inexact asymptotic behavior of
this functional. We note that a small compression is present
also in the STEX spectrum, in this case due to overscreen-
ing in the ionic reference state.

The polarization dependency of the absorption is di-
rectly given by considering the individual polarizability
tensor elements. This can also be used as a basis for
symmetry analysis of the participating states as well as to
give atomic site structure information. We present the
individual components of the linear absorption cross sec-
tion o,(w) for the case of water in Fig. 2, which thus
corresponds to the absorption due to an electric field po-
larized along the molecular axis «; the total absorption in
Eq. (1) is the sum of the three components.

For large-scale, low symmetry applications with a multi-
tude of inequivalent atomic centers, it is important not only
to obtain the polarization dependence of the absorption but
also to attribute spectral peaks to individual atoms. In a
state-specific approach, this would call for an optimization
of the excited states with core holes localized to all of the
individual atoms, one at a time. This information may at
first appear absent in our direct ground-state based ap-
proach where no explicit reference is made of the core-
hole state. However, the information about the atom spe-
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FIG. 3. Carbon K-edge NEXAFS spectrum (shifted by 10 eV)

of guanine-cytosine and adenine-thymine as determined with the
CPP method with DFT and the CAM-B3LYP functional using
100% long-range Coulomb interaction. The absorption peaks are
attributed to different atoms according to the labeling in Fig. 1.

cific absorption is contained in the response vectors of
the complex response equation [Eq. (3)]. For the analysis
of complex spectra with several small chemical shifts, such
as those of the base pair spectra, this information is
indispensable.

The carbon K-edge spectra are presented in Fig. 3. At
each peak in the spectra, one needs only to identify the
dominating element in the imaginary part of the response
vector (which corresponds to a specific orbital transfer
amplitude) and determine the position of the hole orbital.
It is clear that the two base pairs display characteristic
differences with respect to the positioning and intensities
of some carbons (compare, e.g., peaks attributed to car-
bons 3, 5, and 7).

In Fig. 4, we show the nitrogen K-edge spectra. We
illustrate that the division of the total absorption as due
to different atoms can be made more detailed by individual
plotting of the orbital transfer amplitudes for the entire

5

0.1]

Q
(o]

Absorption Cross Section

402 404
Photon Energy (eV)

FIG. 4. Nitrogen K-edge NEXAFS spectrum (shifted by
14 eV) of guanine-cytosine and adenine-thymine as determined
with the CPP method with DFT and the CAM-B3LYP functional
using 100% long-range Coulomb interaction. The atom specific
absorption (see Fig. 1 for labeling) to the total absorption
(resulting solid line) is indicated.
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FIG. 5. Oxygen K-edge NEXAFS spectrum (shifted by 15 eV)
of guanine-cytosine and adenine-thymine as determined with the
CPP method with DFT and the CAM-B3LYP functional using
100% long-range Coulomb interaction. The absorption peaks are
attributed to different atoms according to the labeling in Fig. 1,
and the absorption contributions for different light polarization is
indicated.

range of frequencies. Again, we stress that it is the infor-
mation contained in a single calculation and not several
atom specific calculations that is shown.

Finally, we present the oxygen K-edge spectra in Fig. 5.
In this figure, we wish to illustrate the information that is
contained in the consideration of the three components of
the absorption, i.e., the polarization dependence. It is clear
that the absorption intensity connected with an electric
field polarization perpendicular to the pyrimidine ring is
localized to oxygens B, C, and E. The peaks of atoms B and
E in the guanine-cytosine base pair overlap as they are both
involved in hydrogen bonding, whereas peaks attributed to
atoms B and C in the adenine-thymine base pair are
separated as only one is involved in hydrogen bonding.

Concluding remarks.—A formulation of an electronic
polarization propagator method that is applicable to x-ray
spectroscopies has been presented. It represents an electron
correlated treatment including relaxation effects of the full
x-ray absorption spectrum and solves thereby a long time

mismatch in the level of treatment between optical and x-
ray spectra. In fact, it makes no distinction of correlation
and relaxation effects, with the quality of the computed
spectra associating only to the quality of the applied den-
sity functional. Apart from the several formal advantages
of propagator approaches compared to state-specific ap-
proaches, there are practical benefits that can significantly
widen the scope of theoretical modeling of x-ray spectros-
copies. The kernel in the complex polarization propagator
method, formulated as a linear response equation, is solved
in the same manner as in traditional time-dependent Kohn-
Sham theory with an identical computational scaling.
Furthermore, the methodology is open-ended towards ex-
tensions to general x-ray properties and spectra, for in-
stance, multiphoton x-ray spectroscopy.
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‘We outline an approach within time-dependent density functional theory that predicts x-ray spectra on an
absolute scale. The approach rests on a recent formulation of the resonant-convergent first-order polarization
propagator [P. Norman et al., J. Chem. Phys. 123, 194103 (2005)] and corrects for the self-interaction energy
of the core orbital. This polarization propagator approach makes it possible to directly calculate the x-ray
absorption cross section at a particular frequency without explicitly addressing the excited-state spectrum. The
self-interaction correction for the employed density functional accounts for an energy shift of the spectrum, and
fully correlated absolute-scale x-ray spectra are thereby obtained based solely on optimization of the electronic
ground state. The procedure is benchmarked against experimental spectra of a set of small organic molecules

at the carbon, nitrogen, and oxygen K edges.

DOI: 10.1103/PhysRevA.76.022506

L. INTRODUCTION

X-ray spectroscopy constitutes a set of powerful experi-
mental techniques to obtain insight to the nature of elemen-
tary excitations of molecules and condensed species. The
recent revival of x-ray spectroscopy through the develop-
ment of synchrotron radiation sources has brought about new
implications and applications in molecular and material sci-
ences regarding typical x-ray concepts such as element, po-
sitional, and polarization specificity, local bond and orienta-
tional probing, building block principles, and chemical
shifts.

On the theoretical side several interrelated conceptual is-
sues remain of concern, such as, for instance, the role of
relaxation in the formation of x-ray spectra and the extent to
which the x-ray spectrum relates to the ground-state species.
Since the x-ray spectra connect to core electron-excited
states, the chemical and physical properties of which com-
pletely differ from those of the ground state (cf. the notion of
equivalent core), these issues are of real concern for the main
applicability of x-ray spectroscopy. The fundamental ques-
tions in this field thus refer to the role of the core hole in the
formation of the spectral profile, and much efforts with so-
called initial and final state rules, with simplifying models,
and with large scale computations have been devoted to find
out for which type of systems and for which type of pro-
cesses relaxation is important or not. One has so found indi-
cations that relaxation in most cases is important for x-ray
absorption, while, e.g., resonant inelastic x-ray scattering
spectra of surface adsorbate species are best described by the
frozen orbital approximation [1,2].

*agren@theochem.kth.se
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Time-dependent wave-packet techniques have indeed
been extremely fruitful for studying fundamental processes
associated to the nuclear dynamics of x-ray spectra [3], giv-
ing impetus to provide a similar picture for the electronic
part of the problems. A starting point for an electronic time-
dependent formulation is Mahan’s prediction of the edge sin-
gularities in x-ray spectra of metals [4] and to the discovery
by Noziéres and De Dominicis [5] that the core hole problem
is reduced, in a certain sense, to a one-electron problem in
the Fermi liquid framework. Two distinct approaches have
been used to numerically solve this equation for solids: the
direct solution of the time-dependent Noziéres—De Domini-
cis (ND) equation [6] and the solution of the ND equation in
an energy representation [7,8]. Other theoretical methodolg-
ies have been proposed and reviewed in Refs. [9-11]. The
ND theory, which contains an explicit treatment of the inter-
action with a core hole, admits a strict solution only near the
threshold, while only numerical solutions are enabled in the
whole spectral region. The evolution of the electronic sub-
system (including also finite systems) in the whole time do-
main has continued to be an open question, and a theory
based on such a strict solution of the ND equation was only
recently developed and numerically implemented [1,2,12]

As an alternative to the Mahan-Noziéres—-De Dominicis
formulation, fully time-dependent propagator approaches
may be applied. Polarization propagator methods form a uni-
versal approach to determine spectroscopic properties in the
optical and ultraviolet regions. A propagator-based formal-
ism has several formal and practical advantages in that it
explicitly optimizes the ground-state wave function (or den-
sity) only, it ensures orthogonality among states, it preserves
gauge operator invariance, sum rules, and general size con-
sistency, and it is applicable to all standard electronic struc-
ture methods (wave function and density based). It further-
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more gives much improved oscillator strengths and other
spectroscopically related properties in comparison to state-
specific methods. In our recent work on the use of polariza-
tion propagators in x-ray-absorption spectroscopy (XAS)
[13,14], we demonstrated that it is indeed possible to con-
struct an electronic polarization propagator which is appli-
cable not only in the traditional optical region but also in the
x-ray region. The difficulties described above were overcome
by formulating a resonant-convergent first-order complex po-
larization propagator (CPP) [15,16], where the imaginary
part of the molecular polarizability is included in the formal-
ism, making it thereby possible to directly calculate the pho-
toabsorption cross section at a particular frequency without
explicitly addressing the excited-state spectrum. However,
the use of standard exchange-correlation functionals in the
time-dependent Kohn-Sham density-functional-theory (KS-
DFT) approach was shown to be associated with a substan-
tial absolute energy shift in the spectra. The reason for this
discrepancy is the self-interaction error in standard function-
als and, in comparison to valence spectroscopy, this error
becomes much more significant in x-ray spectroscopy due to
the large self-interaction errors associated with the core or-
bitals. In XAS, it may induce a shift of the full x-ray spec-
trum in the order of 10-20 eV depending on element and
functional. In order to come to terms with this problem and
to make a direct absolute scale prediction of x-ray spectra,
we introduce here a procedure where we combine the reso-
nant convergent polarization propagator spectrum with a
self-interaction correction (SIC) of the core orbital energy as
estimated in Ref. [17]. We demonstrate that with this correc-
tion, the propagator approach has the same qualities in x-ray
spectroscopies as have been long shown in optical spec-
troscopies.

II. THEORY AND METHODOLOGY

Traditionally, the convenience in using X-ray spectroscopy
can be traced to the localized nature of the core electron
involved in an x-ray transition, which implies effective se-
lection rules, valuable for mapping the local electron struc-
ture, and a chemical shift that carries conformational infor-
mation. The core electron localization inflicts large
relaxation of the valence electron cloud in a quasistationary
excited state that is embedded in an electronic continuum.
Most treatments of x-ray spectra including relaxation effects
have focused on time-independent state-specific methods.
However, the direct connections between the role of relax-
ation with relevant concepts like detuning, band filling, and
channel interference and with processes for spectral forma-
tion that occur at different time scales—Ilike relaxation time,
decay time, measurement time, and duration time—are not
easily obtained using common time-independent computa-
tional methods.

A. Absorption cross section

In the CPP method [13,14] we use the fact that, in the
electric-dipole approximation, the cross section for linear ab-
sorption of radiation by a randomly oriented molecular
sample is

PHYSICAL REVIEW A 76, 022506 (2007)

(@) = T 1 a(w), )
c

where @ denotes the trace of the complex electric-dipole po-
larizability tensor. We note that the real part of a corresponds
to the refractive index of the sample. By introducing damp-
ing terms v, that correspond to the inverse lifetimes (7,
=fi/y,) of the exponentially decaying excited states of the
system, a quantum mechanical expression for the molecular
polarizability can be written as a sum over the excited states
according to

(Of yln)(n] /0y
wo, + W+ 1Y,

0| f|n){n| 4]0
akl(w)=ﬁ’12 { |,U-k| X |,U-z‘ )+
>0 | @on = @1y,
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where £, is the electric-dipole operator along the molecular
axis k.

In approximate state electronic structure theory, the use of
Eq. (2) has so far been very limited. Instead, in time-
dependent polarization propagator theory one adopts the in-
finite lifetime approximation (y,=0) and converts Eq. (2)
into a matrix equation in which explicit reference to the ex-
cited states need not be made. The corresponding polariza-
tion propagator is real and resonant divergent. Absorption
properties are given in terms of the eigenvectors of the elec-
tronic Hessian that are found by a bottom-up approach which
means that one can address only the first few valence excited
states. One pragmatic way to address high-lying excitations,
such as core electron excitations, is to construct a limited
Hessian based on a restricted set of electron excitation op-
erators (restricted channel approach). However, such an ap-
proach will not be able to account for the electronic relax-
ation of the core-hole state and it will thus be quite
inaccurate in general.

In recent work [13,14] we demonstrated that an extension
of propagator methods that implements Eq. (2), as proposed
by one of us [15,16], inherently provides the possibility to
address relaxation effects for x-ray spectroscopy while main-
taining other favorable features of a propagator theory. This
indeed makes way for the long looked for “x-ray propaga-
tor.” In this CPP approach, the polarizability is given by the
solution to the response equation

ay(w)=— pf "E — (+insPuf (3)
where ,uE]] is the gradient of the dipole moment, E is the
electronic Hessian, and S is the metric (overlap matrix).
Here the absorption at a particular frequency can be com-
puted at a constant computational cost and memory usage,
no matter how many states are involved, and the eigenvec-
tors of the electronic Hessian need not be determined. In this
way the energy region of interest can be sampled with an
energy spacing corresponding to the linewidths 7,. Since we
make no approximations in the propagator (for a given elec-
tronic structure method), our approach has the potential to be
exact for the electronic absorption and we stress that explicit
reference is not made of the excited states.
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SELF-INTERACTION-CORRECTED TIME-DEPENDENT...

B. Self-interaction correction of core orbital energies

When applied to a molecular system, the self-interaction
correction to the total electronic energy in the KS-DFT ap-
proximation as proposed by Perdew and Zunger [18] reads as

AE =3 (JIp] + Elp). @)

where the summation runs over occupied spin orbitals i. The
energy correction is to be added to the DFT energy to pro-
vide the total energy of the system: E=EP"T+AE"Z By tak-
ing the functional derivative of the energy correction in Eq.
(4) with respect to the electron density of the ith orbital (with
«a spin), we obtain the PZ-SIC potential as

Wi =- [ 2 v

where we have introduced the exchange-correlation potential
V.[p®, pP] corresponding to E,.. The case of a 3 spin orbital
is treated analogously. From this expression, we obtain a
correction to the orbital energy as

Aef?= f ViAr)pr)dr=-2J[p;] - f V. [pi(r).0]p(r)d.
(©)

For a one-electron system, the self-interaction error to the
total energy is exactly compensated by the addition of the
correction in Eq. (6). However, in a many-electron system,
the total DFT exchange-correlation potential cannot be writ-
ten as the sum of the exchange-correlation potential of a
single electron and that of the remaining electrons. The dif-
ference is a potential term which represents the exchange
contribution to the electron coupling and that can be consid-
ered as an improved correction for orbital i. In Ref. [17] we
proposed to include this difference contribution in a prag-
matic way to the SIC as follows:

V() = Vi) = LVl p* = pi 1+ Vi 1,0]
- Vilp.p")). (7

where ¢ is an empirical parameter, which, as discussed in
Sec. IV, will be chosen by a fitting of the estimated core
ionization potentials (IPs) to the corresponding experimental
values. The SIC to a core orbital energy is finally obtained by
an integration of the potential according to

AedC= f VIC(r) py(r)d. (8)

It is this energy shift that we will apply to the calculated
pre-edge XAS spectra in the present work in order to provide
theoretical results with the time-dependent KS-DFT ap-
proach that are reasonably accurate on an absolute energy
scale.

III. COMPUTATIONAL DETAILS

We have calculated the near-edge x-ray-absorption fine-
structure (NEXAFS) spectra at the oxygen K edge for for-
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FIG. 1. Molecular structures: (a) formamide, (b) formic acid, (c)
methyl formate, (d) methanol, (e) N,C,, (f) pyrazine, (g) pyrimi-
dine, (h) pyridazine, and (i) pyridine.

mamide, formic acid, methyl formate, and methanol as well
as at the carbon K edge for pyrazine, pyrimidine, pyridazine,
and C,N,; see Fig. 1 for an illustration of molecular struc-
tures. The property calculations have been performed with a
locally modified version of the DALTON program [19], which
includes an implementation of the CPP approach [15,16] as
well as an implementation of the Coulomb-attenuated
exchange-correlation functional CAM-B3LYP [20] by Peach
et al. [21]. The employed molecular structures, on the other
hand, were optimized with the GAUSSIAN program [22] at the
DFT level of theory with use of the hybrid Becke three-
parameter Lee-Yang-Parr functional (B3LYP) [23-25]
exchange-correlation functional and the augmented correla-
tion consistent polarized valence triple-{ (aug-cc-pvTZ) ba-
sis set.

All property calculations are obtained with full
asymptotic correction of the Coulomb interaction in the
exchange-correlation functional; the parameters of the func-
tional are chosen as a=0.19, 8=0.81, and ©=0.33. In these
calculations we have used the triply augmented correlation
consistent polarized valence triple-{ basis set of Woon and
Dunning [26]. The NEXAFS spectra are determined with a
lifetime broadening y=0.1 eV in Eq. (3).

IV. RESULTS AND DISCUSSION

A. Fitting of the { parameter

The proposed SIC potential in Eq. (7) contains a semi-
empirical parameter denoted by {. We determine an optimum
value for this parameter by making a comparison between
self-interaction-corrected orbital energies and experimental
ionization potentals for the K shells of carbon, nitrogen, and
oxygen in formamide, formic acid, methyl formate, and
methanol. In Fig. 2 we show the difference in experimental
ionization potentials and minus the self-interaction-corrected
orbital energies for a range of values for the { parameter. A
common value of 0.90 for { gives minimum discrepancy
between experimental and theoretical results for the consid-
ered set of molecules. In Table I we show the results for ¢
=0.90. The mean absolute error in the theoretical values for
the IPs is reduced from 12.24 eV without SIC to 1.02 eV
with SIC at hand. The standard deviation is 1.39 eV for the
errors in our self-interaction-corrected IPs. The statistical
measures indicate the accuracy we can expect for the abso-
lute energies in our theoretical NEXAFS spectra.
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FIG. 2. (Color online) Difference between orbital energies and
experimental ionization potentials as a function of the parameter {
in Eq. (7). Results include the IPs for the 1s shell of C, N, and O for
(a) formamide, (b) formic acid, (c) methanol, and (d) methyl
formate.

B. X-ray absorption spectra

The molecules studied represent quite well the common
fourfold pattern of NEXAFS spectra: a strong 7 resonance
plus a weak Rydberg series in the discrete part and multielec-
tron excitations superimposed on a shape resonance structure
in the near-continuum part. These features are evidently
scrambled by the chemical shifts of the symmetry inequiva-
lent core sites. The occurrence of multiple 7" and ¢ reso-
nances is also apparent in some of the compounds (e.g., the
aromatic compounds) but often one finds evidence for only

PHYSICAL REVIEW A 76, 022506 (2007)

one such resonance (7" and o) per core site. As understood
from the experimental comparison there is a significant
amount of intensity (and structure) closely above the ioniza-
tion threshold which is unaccounted for by the present cal-
culations with a localized atomic orbital basis set that does
not provide a correct representation of the electronic con-
tinuum. The CPP method as such is applicable also in this
region, but it must be applied in conjunction with an appro-
priate plane wave basis set or a Stieltjes integral approach. In
the present work, we therefore disregard the structure in the
theoretical spectra above the ionization threshold. This part
is also complicated by multiple excitations, something which
is well proven for small species [27,28]. For large-scale, low-
symmetry applications with a multitude of inequivalent
atomic centers, it is important to attribute spectral peaks to
individual atoms. This is straightforward to do also in the
direct ground-state-based CPP approach from an analysis of
the solution vectors to the complex response equations [Eq.
(3)] [13,14]. Although such an analysis of complex spectra,
with several small chemical shifts, is valuable, we restrict
our analyis to the total spectra in the present report. We refer
to previous papers for general assignments of NEXAFS
spectra of organic molecules and of those particular ones
used here to monitor the CPP approach.

The carbon and oxygen K-edge spectra of formamide, for-
mic acid, methanol, and methyl formate are displayed in Fig.
3, and the nitrogen K-edge spectra of formamide and pyri-
dine are displayed in Fig. 4. These spectra are directly cal-
culated using the ground-state CPP method and then uni-
formly shifted by the SIC of the core orbital. There are large
deviations between the core orbital energies from DFT cal-
culation and the experimental values as seen in Table I.
While the relaxation error associated with use of the Koop-
mans theorem in Hartree-Fock calculations always inflicts
too large IPs, the opposite is true for the self-interaction error
in Kohn-Sham calculations. For core orbitals the two dis-
crepancies are of the same magnitude, something we ratio-
nalized in the previous paper on SIC corrections of core

TABLE I. Comparison of experimental K-shell IPs and KS-DFT orbital energies & including the self-

interaction correction AgS¢

in Eq. (8). All results are given in eV.

Molecule Atom P* —& —AeSIC —(e+A&51C) A
Formamide H(CO")NH, 537.74 524.08 13.79 537.87 0.13
H(CO)N"H, 406.41 394.69 13.09 407.78 1.37
H(C"O)NH, 294.45 284.42 12.09 296.51 2.06
Formic acid H(CO")OH 540.65 526.50 13.83 540.33 -0.32
H(CO)O'H 539.00 525.07 13.79 538.86 —-0.14
H(C"0)OH 295.80 285.16 12.04 297.20 1.40
Methyl formate H(CO)O‘CH3 540.15 526.00 13.78 539.78 -0.37
H(CO*)OCH;,4 538.36 524.61 13.79 538.40 0.04
H(C"0)OCH; 295.60 285.24 12.03 297.27 1.67
H(CO)OC'H; 291.60 282.74 12.15 294.89 3.29
Methanol CH;0'H 538.90 524.56 13.90 538.46 —-0.44
C"H;0H 293.20 282.02 12.13 294.15 0.95

*Taken from Ref. [29]. An asterisk as in H(C*O)NH, is used in compounds to indicate the atom to which the

1s IP has been assigned.
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FIG. 3. (Color online) Experimental (bottom) and theoretical (top) NEXAFS spectra at the C K edge (the upper four) and O K edge (the
lower four). (a) Formamide, (b) formic acid, (c) methanol, and (d) methyl formate. o is the cross section. The dotted line indicates the

experimental IPs.

ionization potentials [17].

Obviously the SIC energy shift of the theoretical NEX-
AFS spectra improves the agreement with experiment in
terms of absolute energies. The SIC-corrected spectra tend in
general to provide an onset at higher energies; see Fig. 3. The
discrepancies between theory and experiment for the abso-
lute energy of the absorption peaks is generally below 2 eV,
and there is a tendency for the theoretical transition energies
to be somewhat too large.

We have also calculated the NEXAFS spectra of C,N,,
pyrazine, pyridazine, and pyrimidine at the carbon K edge,
but to the best of our knowledge, the corresponding experi-
mental spectra have not been reported. The theoretical results
are presented in Fig. 5. Our calculations predict the positions
of the main peaks in the carbon spectra to fall in between
286.5 eV and 287.5 eV, which is a bit lower than those mea-
sured for the set of formamide, formic acid, methanol, and
methyl formate molecules.
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FIG. 4. Experimental (bottom) and theoretical (top) NEXAFS
spectra at the N K edge. (a) Formamide and (b) pyridine. o is the
cross section.

V. CONCLUDING REMARKS

We have evaluated the quality of NEXAFS spectra ob-
tained with the complex polarization propagator method. The
accuracy of the approach is determined solely by the treat-
ment of electron correlation in the applied electronic struc-
ture method, and it thus potentially provides the exact elec-
tronic absorption spectrum at an arbitrary wavelength. In
practice, however, we are limited to the use of an approxi-
mate electronic structure method and, with aim at medium-
and large-scale systems, the realistic choice at present is the
Kohn-Sham density functional theory approach with use of
standard adiabatic exhange-correlation functionals.

The kernel in the complex polarization propagator
method, formulated as a linear response equation, is solved
in the same manner as in traditional time-dependent Kohn-
Sham theory with an identical computational scaling. It rep-
resents an electron-correlated treatment including relaxation
effects of the full x-ray absorption spectrum and resembles
thereby the level of treatment of optical spectra. It makes no
distinction of correlation and relaxation effects, with the
quality of the computed spectra associated only to the quality
of the applied density functional. An error common to all
functionals that becomes very visible for x-ray spectra is the

PHYSICAL REVIEW A 76, 022506 (2007)
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FIG. 5. Theoretical NEXAFS spectra at the C K edge. (a) Pyra-
zine, (b) pyrimidine, (c) pyridazine, and (d) N,C,. o is the cross
section.

orbital energy of core orbitals. As this error is inherited by
the ground-state CPP approach, we propose here to apply a
correction—a self-interaction correction—to the core orbital
energy and use this for a uniform shift of the full NEXAFS
spectra. In doing so we obtain a direct, absolute-scale ap-
proach to computationally assign x-ray spectra. The results
of the study presented in this paper indicate that there are
considerable merits with such an approach. Apart from the
several formal advantages with propagator approaches com-
pared to state-specific approaches, there are practical benefits
that can significantly widen the scope of theoretical model-
ing of x-ray spectroscopies. The methodology is thus open
ended toward extensions to general x-ray properties and
spectra [30].
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Chapter 7

Dichroism, birefringerence,
and nonlinear optical
properties

In this chapter, we show how response theory can be applied to the calculation of
induced and multi-photon optical properties. These properties are often sensitive
to small relativistic and correlation effects, and are therefore difficult to calculate
to high accuracy. In Paper [X| we show how the complex polarization propagator
approach can be used to calculate electronic circular dichroism in the x-ray region.
This can be used to investigate molecular chirality, and also to more accurately
determine excitation energies of a molecule compared to regular x-ray absorption
experiments. A similar property, magnetic-field induced circular birefringence, is
studied in Paper In this case we investigate the role played by spin-orbit cou-
pling for this property, and found large effects for the Bry and Iy molecules. We
also obtain good agreement with experiments in most cases, despite the use of
the time-dependent Hartree-Fock approximation. In the next work, Paper [XII]
we employed highly correlated coupled cluster response theory to calculate the
electric-field-gradient induced birefringence of Cls. In this very accurate calcula-
tion, we also corrected for basis set errors and vibrational and relativistic effects.
In this way we obtained error estimates to the obtained theoretical values. By
comparing this result with experiment, we were then able to suggest a revision of
a previously derived theoretical expression for the property of interest. In the final
work, Paper [XIII| we benchmarked different approximations possible in the evalu-
ation of the quadratic response function at the four-component Hartree—Fock level.
This benchmark considered both the computational effort and the accuracy of the
obtained results, and we show that the small-component integrals arising from the
full Dirac-Coulomb Hamiltonian can be neglected without introducing noticeable
errors in the two-photon absorption cross section of dibromo- and diiodobenzenes.
We also show that, while effective core potentials can be used for the calculation
of the linear polarizability, they give unreliable results for the hyperpolarizability
of these molecules.
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Near-edge X-ray absorption and natural circular dichroism
spectra of L-alanine: a theoretical study based on the complex

polarization propagator approach

Auayporn Jiemchooroj and Ulf Ekstrom and Patrick Norman*
Department of Physics, Chemistry and Biology,
Linkoping University, SE-581 83 Linkdping, Sweden
(Dated: September 12, 2007)

Abstract

The complex polarization propagator method [J. Chem. Phys. 123, 194103 (2005)] has been
employed in conjunction with density functional theory and gauge-invariant atomic orbitals in order
to determine the near-edge X-ray absorption and natural circular dichroism spectra of L-alanine in
its neutral and zwitterionic forms. Results are presented for the K-edges of carbon, nitrogen, and
oxygen. In contrast to traditional methods, the proposed approach enables a direct determination
of the spectra at an arbitrary frequency instead of focusing on the rotatory strengths for individual
electronic transitions. The propagator includes a complete set of nonredundant electron transfer
operators and allows for full core-hole relaxation. The theoretical spectrum at the nitrogen K-edge

of the zwitterion compares well with the experimental spectrum.
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I. INTRODUCTION

Circular dichroism spectroscopy have long been recognized in a very broad spectrum of
applications from fundamental studies of electronic and conformational structures of biolog-
ical molecules such as amino acids to sophisticated drug development.! In particular, the
electronic circular dichroism (ECD) can provide information about the structure of proteins
and their secondary structure in the far ultraviolet region.! This chiroptical effect is also
known as natural circular dichroism (NCD) in an optically active medium, and it arises from
the difference in absorption of left and right circularly polarized light in the absence of an
applied magnetic field.

While ECD in the visible and ultraviolet region has been studied extensively, only a few
studies of ECD in the X-ray region have been presented. With the advent of synchrotron
radiation sources producing intense and tunable X-rays with high circular polarization, it has
been possible to measure X-ray natural circular dichroism (XNCD) of chiral oriented*® and
randomly oriented systems.” In oriented samples, it is recognized that the electric-dipole—
electric-quadrupole interaction may be the dominant contribution to the XNCD response,
and in randomly oriented samples, where this contribution vanishes, the circular dichroism
is governed by the electric-dipole-magnetic-dipole interaction.* %% In the present work, we
will focus attention on the case of an isotropic molecular medium for which the ECD response
relates to the trace of the mixed electric-dipole-magnetic-dipole polarizability tensor G’ given
by Barron,'® and which is closely related to the rotatory strengths R, for transitions from

the ground state |0) to the manifold of excited states |n),!
R, = IIIl<O|[l,Q|’IL> <71’|7A’L3‘0>7 (1)

where fi, and 14 are the electric and magnetic dipole moment operators along the molecular
axes a and (3, respectively. Until now, theoretical work concerned with the X-ray ECD

113 and, in order to compare

has focused on a determination of the rotatory strengths,
with experiment, the predicted rotatory strengths, which are proportional to the area of
a ECD curve, are usually combined with either Lorentzian or Gaussian band profiles to
simulate the circular dichroism spectrum. Following our earlier work,'* we here present a
direct and effective first-principles approach for the calculation of ECD spectra of isotropic
molecular samples in the near-edge X-ray regions of the spectrum. Our work is based on the

h 15,16

complex linear polarization propagator approac and a resolution of the eigenvectors
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of the electronic Hessian is thereby not called for, i.e., the explicit addressing of individual
excited states is avoided. The computational technique allows for the employment of large
and flexible basis sets, which is an essential key in this type of calculations, and gauge-
origin independence of the magnetic dipole moment operators is ensured by use of London
orbitals.'” The CAM-B3LYP®® functional with a full asymptotic Coulomb interaction is
employed, as recommended in Ref. 19 to provide a correct description of the interaction
between the hole and electron orbitals.

We will illustrate our approach by the calculation of the X-ray absorption and XNCD
spectra at the carbon, nitrogen, and oxygen K-edge of L-alanine. Since L-alanine is known

20-23 and a zwitterionic structure?»? in the

to have a neutral structure in the gas phase
condensed phase, the calculated XNCD spectra of both these two structures are presented

and discussed.

II. METHODOLOGY

Exposed to an electromagnetic radiation of frequency w, the linear absorption cross sec-
tion for a randomly oriented molecular sample is, within the electric-dipole approximation,
expressed as'”

4w

o(w) = 5~ Imfac(w)], 2)

where v, is the trace of the electric-dipole polarizability and c is the speed of light.
The corresponding electronic circular dichroism, or the ellipticity, is commonly given in

terms of the extinction coefficient Ae in units of L mol~'cm™! as'*

Ae = —6.533 wRe [Xaa (W)], (3)

where Y, is the trace of the complex linear coupling tensor to external electric and magnetic
fields in atomic units.

It is thus seen that the absorption as well as circular dichroism relate to linear response
properties. If the finite lifetimes of the excited states are taken into account, the linear
response functions are complex and can be written in terms of a sum-over-states expression

as

(A: B)) = 7% 5 (01 AIn){n B|0) (0| B|n){n|A]0)

Sol wn—w—im, Wy +w+ty, |

(4)
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where hiw,, are the transition energies between the molecular ground |0) and excited states |n)
and the damping terms +, correspond to the inverse lifetimes of the excited states. The linear
response function corresponds to the frequency dependent amplitude in a Fourier expansion
of the time-dependent expectation value of operator A, and, it is clear that it relates to the
amplitude at a negative frequency according to the relation [((A; BY),]* = ((A; B))_,,. If
operators A and B equal the electric dipole moment operators /i, and fig, respectively, we
obtain the electric-dipole polarizability tensor as aas(w) = —({fia; fig))w- If, on the other
hand, operator B is replaced with the magnetic dipole moment operator Mg, we obtain the
mixed electric-dipole-magnetic-dipole tensor xas(w) = —({fia; Mg))w. As is shown in our
recent work,™ the real part of y(w) is equal to the mixed electric-dipole-magnetic-dipole
polarizability G'(w) given by Barron!® whereas the imaginary part of y(w) is found to be
related to the optical rotation as demonstrated in Ref. 26.

In approximate state electronic structure theory, the electric dipole polarizability a(w)
and the complex linear coupling tensor x(w) can be evaluated using the complex polariza-
tion propagator approach.'®?® The explicit resolution of the excited states is, in this case,
avoided, and the sum-over-states expression in Eq. (4) is transformed into a matrix equa-
tion.'%16 The proposed method has been demonstrated in a variety of applications including

14,26

the calculations of optical activity in the visible and ultraviolet region, dispersion en-

27-31

ergies, and X-ray absorption.!”?? In the present work, we demonstrate its use for the

calculations of ECD in the X-ray region.

III. COMPUTATIONAL DETAILS

The calculations of photo-absorption cross section and circular dichroism spectra in the
X-ray region for L-alanine were carried out at the time-dependent Kohn—Sham density func-
tional theory (DFT) level with the use of the Coulomb attenuated method B3LYP (CAM-
B3LYP) exchange-correlation functional'® with 100% asymptotic Coulomb interaction. Both
the X-ray absorption and XNCD spectra were determined with the complex linear response
function for sets of photon energies separated by 0.1 eV that cover the near K-edge re-
gions of carbon, nitrogen, and oxygen. We have employed a common half linewidth at half

1

peak maximum that equals v, = 1000 cm™'. The doubly augmented correlation consis-

33-36

tent double-¢ (d-aug-cc-pVDZ) basis sets of Dunning an co-workers were used for all
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(a) (b)

FIG. 1: Molecular structures of the studied L-alanine: (a) neutral and (b) zwitterion.

property calculations.
The structures of L-alanine in its (a) neutral and (b) zwitterionic forms are illustrated in

Fig. 1. The structure of the former was optimized at the DF'T level using the hybrid B3LYP

137 t 733*36

exchange-correlation functional®® and the aug-cc-pVDZ basis se and the structure of
the latter was taken from the neutron diffraction study made in Ref. 38.

The geometry optimization was performed with the Gaussian 03 program®® whereas all
property calculations were performed with a locally modified version of the Dalton program®*°
that includes an implementation of the CAM-B3LYP functional by Peach et al.*' and an
implementation of the linear and nonlinear complex polarization propagator by Norman and

co-workers. %16

IV. RESULTS AND DISCUSSION

The neutral and zwitterionic forms of L-alanine are shown in Figs. 1(a) and 1(b), re-
spectively. There are three, two, and one inequivalent carbon, oxygen, and nitrogen atoms,
respectively, that contribute to the absorption spectra. We have chosen to label the center
carbon as Cy, the carboxyl carbon as Cs, and the methyl carbon as Cs. In the neutral form,
the hydroxyl oxygen is labelled as Oy. The electric-dipole selection rule for absorption at the
K-edge suggests that 1s — 2p transitions will dominate the spectra. For the observation of

circular dichroism, however, it is required that a given electronic transition is electric- as well
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as magnetic-dipole allowed [c.f. Eq. (1)], and the XNCD signal at the K-edge in a randomly
oriented sample is therefore predicted to be very small. The only sources for a magnetic
dipole intensity are a polarization of the ls-orbital due to the chemical environment and
the relaxation of the electron density in the excited state due to the core-hole.® One should
also recall that, since the ECD intensity corresponds to a difference in absorption cross sec-
tion with respect to electric field polarization, the circular dichroism spectrum may not be
dominated by the transitions that dominates the corresponding absorption spectrum.

From a computational perspective these considerations mean that the calculation of an
accurate XNCD K-edge spectrum is associated with some specific and strong requirements
on the method. The performance of a selection of theoretical methods was recently compared
by Kimberg and Kosugi;'? a selection that includes the static exchange (STEX) approxi-
mation with use of unrelaxed and core-hole relaxed orbitals, the ASCF approach, and the
random phase approximation (RPA). The best STEX method of the two is to use a set of
relaxed orbitals for the core-ionized state which are non-orthogonal to those used in the de-
scription of the ground state. The approach suffers from a too large screening of the core in
the excited state which leads to a compression of the near-edge spectrum. Furthermore, the
method is gauge dependent so one can anticipate a strong basis set dependence in the results
(a fact that was also noticed by Kimberg and Kosugi'®). The RPA approach was shown to
perform best and most consistently among the methods tested in Ref. 13. In order to resolve
the core-excited states in conventional time-dependent Hartree-Fock (equivalent to RPA)
or time-dependent DF'T approaches, one needs to restrict the manifold of electron-transfer
operators to only include excitations from the core-orbitals of the atom type of interest.
With this restriction made in the manifold, however, the RPA propagator cannot properly
describe the contraction of the valence orbitals which, according to the discussion above,
may be of central importance for the description of the K-edge XNCD response.

We therefore advocate the use of the complex polarization propagator method for the
calculation of XNCD spectra. The method is based on an inclusion of a complete set of
electron-transfer operators and the provision of a correct relaxation in the core-hole state is
therefore in principle possible but does in practise require a good description of the electron
correlation. In the present work we employ DFT as choice of electronic structure method,
which thereby means that the quality of our results are directly connected with the quality of

the functional. We adopt an adiabatic density functional based on the Coulomb attenuated
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method that has previously shown to provide accurate K-edge absorption spectral profiles.
It is clear that the chosen functional suffers from self-interaction errors so the ionization edges
will be misplaced by as much as some ten electronvolts. We therefore shift our theoretical
spectra accordingly. We also emphasize that our implementation of the linear response
function includes the use of London orbitals so that our results for the electric-dipole—
magnetic-dipole tensor are gauge invariant, and our approach is therefore prone to show
reduced basis set sensitivity as compared to calculations based on magnetic-field independent
atomic orbitals.

In the two sections to follow, we will present the theoretical K-edge absorption and circu-
lar dichroism spectra, respectively, as predicted with the CPP approach at the DFT/CAM-
B3LYP level of theory. In the spectra presented in this work, we employ the doubly aug-
mented correlation consistent basis sets of Dunning and co-workers.?* 36 We have determined
the XNCD spectrum of neutral L-alanine at the nitrogen K-edge also with use of the triply
augmented version of the basis sets (t-aug-cc-pVDZ) and we then found slightly altered ECD

intensities but no significant differences in peak positions (i.e. excitation energies).

A. X-ray absorption spectra

121:2242 a5 well as theoretical'''2 X-ray absorption spectra for L-alanine at

Experimenta
the K-edges of carbon, nitrogen, and oxygen are available in the literature. The resolution in
the experimental spectra is rather low and individual electronic transitions are not resolved.
We have included the experimental spectra in Figs. 2-4 to accommodate a comparison with
the theoretical spectra obtained in the present work with the CPP approach described above.

The chemical shifts of the ionization potentials (IPs) for the carbon K-edge in alanine have
not been measured but that between the methyl and carboxyl carbon should be comparable
to the shift in acetic acid. The carbon shift in acetic acid is determined to be 3.8 eV from
a high resolution X-ray photoelectron spectrum.*> In the present work we are concerned
with the near-edge X-ray absorption fine structure (NEXAFS) spectra, i.e., the electronic
transitions from the ground state to the semi-stable core-valence excited states below the
ionization thresholds. We expect that the onsets of the absorption from the 1s-orbitals
belonging to chemically different atoms also display a shift that is of similar magnitude as

the chemical shifts of the IPs.
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In the CPP approach we determine the absorption spectrum directly from the imaginary
part of the electric dipole polarizability and it may at first appear as if the information
concerning the hole orbital is lost in this procedure. However, the detailed expression for the
polarization propagator in the single determinant approximation reveals that the individual
elements of the RPA propagator refers to specific electronic excitation channels. In the
program code, we have included a module that determines the contributions from separates
absorption channels and we can thereby determine the weight of an specific atomic center
to the absorption peak. The CPP propagator includes full channel interaction but strong
and well separated absorption peaks are typically due to the absorption from a single atomic
center. This fact is also at the heart of the STEX approximation where separate atomic

excitation spectra are added to one another.



Paper X 179
0.9F — Experiment
- ——Theory (+10.8 eV)
5 0.6f
s
o o3l
0
—~ Ar
T
£
ao 2r
I
©
5 0
w
I L,
4t
Neutral
286 286.5 287 287.5 288 288.5 289 289.5
Photon Energy (eV)
0.961° — Experiment
= ——Theory (+10.9 eV
3 0.64F v ( )
o
0.32f
0 L L L 11
C—1 C,— T
3 [efe]e] 2 coo
E
I
£
HU
I
©
£
=
4
Zwitterionic
-6 | | | | | | |
286 286.5 287 287.5 288 288.5 289 289.5

Photon Energy (eV)

FIG. 2: Carbon K-edge NEXAFS and XNCD spectra of L-alanine for neutral (top) and zwitterionic

(bottom) structures. The theoretical spectra have been overall shifted to higher energy by 10.8

and 10.9 eV, respectively, to match the onsets of the experimental absorption spectra for neutra

and zwitterionic

2

121

4 molecules. The experimental absorption spectrum is given in arbitrary units.

In Fig. 2 we have indicated the lowest transitions that we can associate with the methyl
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(C3) and carboxyl (Cy) carbon, respectively (for the neutral as well as zwitterionic forms).
We have in these cases characterized the virtual orbital in the absorption as a m-orbital
delocalized on the carboxyl group, and it is of course clear that the intensity is much lower
in the transition from Cj(1s) due to the smaller overlap with the virtual orbital. The
separation of the two peaks are predicted to be about 1.0 and 1.5 eV for the neutral and
zwitterionic forms, respectively. Both these values are significantly lower the experimental
chemical shift of the carbon IPs in acetic acid that we referred to above and which was taken
from Ref. 43. The chemical shift of the IPs in alanine has been determined theoretically in
the ASCF approach by Plashkevytch et al.'! In the zwitterionic form, they obtain a shift
for the methyl and carboxyl carbon IP of 2.7 e¢V. This indicates that our carbon chemical
shifts are too small with use of the CAM-B3LYP density functional. On the other hand,
the spectral profile that we obtain in the CPP/CAM-B3LYP approximation agree very well
with the experimental spectra in Refs. 21,23,24. The theoretical STEX spectrum for the
zwitterionic form reported in Ref. 11 shows far too large intensities below the dominant
Cy — T transition. We believe that the STEX spectrum suffers from the well known
“compression” due to an over-screening of the core hole. This effect varies with the excited
state character, and may be responsible for the large number of absorption peaks at low
energies in Ref. 11. The shape of the experimental spectrum below the main 7¢o peak?*2!
is also more consistent with a smaller number of excited states in this region as predicted
in our CPP spectrum in Fig. 2. For the NEXAFS spectrum the difference in the number of
states below the ¢y peak may not be crucial but, as we shall see, it has a strong impact
on the corresponding circular dichroism spectrum.

In Fig. 3, we report the N K-edge absorption spectrum for the neutral and zwitterionic
forms as predicted in the CPP/CAM-B3LYP approximation. We assign the main absorption
peaks to 1s — of_y and 1s — 2p excitations. The experimental spectrum for the zwitterion
has too low resolution to allow for a detailed comparison, but our theoretical result for the
neutral form of alanine is in good agreement with the experimental spectra reported in
Refs. 21,23. We do, however, find the main peaks as to be strong 1s — 2p transitions rather
than transitions to a Rydberg 3p orbital as proposed in Refs. 21,23.

Our oxygen K-edge spectra are depicted in Fig. 4. For the neutral as well as zwitterionic
forms, we predict two strong absorption peaks, corresponding to O(1s) — m&oq transitions.

The most striking observation in the comparison of the two oxygen NEXAFS spectra is that

10
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the oxygen atoms of the zwitterion are almost chemically equivalent and the peak separation
is as small as 0.4 eV which is to be compared with a value of 2.2 eV (theory) in the neutral
form. If a comparison is made between the theoretical and experimental?!'?® spectra for
the neutral form, it is clear that the theoretical peak splitting is too small by some 0.5 eV.
This underestimation of the chemical shift is in line with the discussion that we had for
the carbon spectrum. The intensity distribution in the spectrum for the neutral form is, on
the other hand, well reproduced in the theoretical calculation, and the peak with reduced
intensity at higher energy is assigned to a transition from the hydrogenated oxygen to the
carboxyl 7¢gop-orbital.

In summary for the calculations of the X-ray absorption spectra at the CPP/CAM-B3LYP
level of theory, we conclude that the theoretical results agree well with experiment although
the comparison is hampered by the low resolution in the experiment. We argue that carbon
spectrum at this level of theory is superior to the corresponding STEX spectrum, and for this
reason, as well as others (such as the issue of gauge invariance), the CPP approach should be
the better suited of the two for the calculations of the corresponding X-ray circular dichroism
spectra. In addition, the CPP method is a viable approach for future improvements since
the quality of the calculation is determined solely by the accuracy in the description of the

electron-electron interaction in the density functional.

B. XNCD spectra

Previous work on the circular dichroism of alanine in the X-ray region includes theoretical

calculations™ 13

at the carbon, nitrogen, and oxygen K-edges of the zwitterion as well as an
experimental spectrum at the nitrogen K-edge of the zwitterion.** The previous calculations
are based on the determination of the rotatory strengths [Eq. (1)] with use of the STEX
approach and the restricted channel RPA method.'' ' In order to compare calculations of
rotatory strengths to a circular dichroism spectrum as obtained in the experiment or in the

CPP calculation, one combines the rotatory strengths with e.g. Lorentzian band profiles in

accordance with Eq. (11) in Ref. 14.

11
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In Figs. 2-4, we present the calculated XNCD spectra for L-alanine at the K-edges of

carbon, nitrogen, and oxygen, respectively. Our results include the neutral and zwitterionic

forms, and the theoretical circular dichroism spectra have been overall shifted by the same

13
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amounts as the corresponding NEXAFS spectra (see the discussion above). A comparison
between the circular dichroism spectra predicted in the present work and the results in

H-13 reveals large discrepancies. We have already discussed in the

previous calculations
previous section that, at the carbon K-edge, the STEX absorption spectrum! shows a large
number of absorbing states below the dominant Cy(1s) — 7&qe transition and which are
not observed in the experimental spectrum. For the STEX circular dichroism spectrum
the main contribution comes from these states, with several individual rotatory strengths
that are larger in magnitude than that for the Cy(1ls) — &0 transition.! In our XNCD
spectrum, on the other hand, the main response is associated with this dominant transition
in the NEXAFS spectrum, see the lower panel of Fig. 2 at an energy of about 288.6 V. The
sign of the circular dichroism is positive at this energy, which agrees with the negative sign of
the corresponding rotatory strength reported in Ref. 11 for the D-enantiomer. The circular
dichroism associated with the C3(1s) — m&oo transition at 287.2 eV is small and positive
and then we observe a negative circular dichroism response in between the two transitions
that we have assigned in the NEXAFS spectrum.

As compared to nitrogen and oxygen, the carbon absorption and circular dichroism spec-
tra are of course less affected by the proton transfer that separated the neutral and zwitteri-
onic forms of alanine. The negative XNCD response from the states below the (15)~!(7&00)
state at about 288.5 €V is stronger in the neutral species and the sign is reversed between
the neutral and zwitterionic forms for the response from the two unassigned states around
289.5 eV.

For nitrogen we report the XNCD spectrum up to an energy of 403.5 eV which, for the
neutral form, includes three absorption peaks in the theoretical NEXAF'S spectrum, but it is
noted that the last absorption peak in the spectrum is due to multiple excited states of o3_y
as well as 2p character. The circular dichroism response associated with the (1s)™'(o5_y)
state at 401.5 eV is negative and the responses associated with the (1s)~!(2p) states at
402.6 eV and 403.4 eV are positive and negative, respectively. The absorption and XNCD
spectrum for the zwitterion is shifted to higher energy due to the protonation of the nitrogen.
Compared to the neutral form, the circular dichroism response of the zwitterion is weaker
for the first (1s)7!(o%_y) state but stronger for the two (1s)7}(2p) states. However, the
signs of the circular dichroism associated with the three states agree between the neutral

and zwitterionic forms. If we compare our spectrum with the theoretical STEX spectrum

14
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reported in Ref. 11 we first note that the rotatory strengths for the all three lowest states are
predicted to be negative. We remind the reader that the STEX calculation in Ref. 11 refers
to D-alanine so, in the discussion made here, we have taken a sign change of the original
rotatory strengths into account. The CPP and STEX results thus differ in sign for the
XNCD response associated with the lowest (1s)~!(2p) state. For the zwitterion, however,
there is also a recent recording of an experimental spectrum,* which we have included in
Fig. 3. We interpret the negative XNCD response at 405.2 eV in the experiment to be due
to the (1s)7!(0%_y) state and the strong positive peak at 406 eV to be due to the first
(1s)~1(2p) state. The circular dichroism is then strongly reduced in the region of 406.9
eV and we assign this reduction to the influence of the second (1s)~'(2p) state. We are
convinced that we predict the correct sign for the XNCD response associated with the first
(1s)71(2p) state and, therefore, that the STEX result is in error in this respect.

In Fig. 4, we report the XNCD spectra at the oxygen K-edges of the neutral and zwitteri-
onic forms. The spectra are less complicated than those for carbon and nitrogen, since they
can both be assigned to the two O(1s) — m¢go transitions in the corresponding NEXAFS
spectra. The circular dichroism responses from the two states are both negative, but we note
that the response for the zwitterion is predicted to be much stronger than for the neutral

species.

V. CONCLUSIONS

The application of the complex polarization propagator approach to the calculation of
electronic circular dichroism spectra in the X-ray region of the spectrum has been illustrated.
The XNCD spectra at the K-edges of carbon, nitrogen, and oxygen in the neutral and
zwitterionic forms of L-alanine have been determined. We argue that there are several
computational issues that makes the CPP method well suited for this type of calculations:
(i) it may be combined with an arbitrary time-dependent electronic structure method, (ii) in
conjunction with time-dependent DFT, the quality of the spectrum is determined solely by
the accuracy in the description of the electron-electron interaction in the density functional,
and (iii) the method can, as has been, combined with the use of London atomic orbitals to
ensure gauge invariant results and thus reduce the basis set dependence in the calculation.

We have compared our results to the experimental spectrum recorded at the nitrogen

15
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K-edge for the zwitterionic form of L-alanine,

4 and we conclude that the quality of the

XNCD spectra in the CPP/DFT approximation is sufficiently high to provide important

and useful information for the interpretation of the experiment.
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The effects of relativity on the magnetic-field induced circular birefringence, or Faraday effect, in
He, Ne, Ar, Xe, Rn, , Cl,, Br,, and ,, have been determined at the four-component Hartree—Fock
level of theory. A measure of the birefringence is given by the Verdet constant, which is a third-order
molecular property and thus relates to quadratic response functions. A fully analytical nonlinear
polarization propagator approach is employed. The results are gauge invariant as a consequence of
the spatial symmetries in the molecular systems. The calculations include electronic as well as
vibrational contributions to the property. Comparison with experiment is made for He, Ne, Ar, Xe,
and C}, and, apart from neon, the theoretical values of the Verdet constant are within 10% of the
experimental ones. The inclusion of nonrelativistically spin-forbidden excitations in the propagator
parametrization has significant effects on the dispersion in general, but such effects are in the
general case largely explained by the use of a resonant-divergent propagator theory. In the present
work we do, however, observe noticeable relativistic corrections to the Verdet constant in the
off-resonant regions for systems with light elemeffitsand C}), and nonrelativistic results for the
Verdet constant of Brare in error by 25% in the low-frequency region.2005 American Institute

of Physics[DOI: 10.1063/1.1849167

I. INTRODUCTION ability with respect to the optical frequency in tabsencef
i . i the external magnetic field, and, on the other hand, as the
_Aplane-polarized beam of light traveling through & ma-jnqyced polarizability in thepresenceof the external mag-
terial, which is subjected to a static magnetic field in the,qsic field. The first approach is exact for spherically sym-

direction of the beam propagation, will have its plane of etric systemd,and it gives thenormal Verdet constant,
polarization rotated as a result of the simultaneous interac-

tion between the material, the magnetic field, and the elec- _ _da(w)
tromagnetic wave. This effect, known as Faraday rotation, Vn(w)=C oo @
was measured for a host of materials by VefdBhe amount
of rotation ¢ at a given frequency is material dependent, The second approach is the only one applicable in the gen-
and it implicitly defines the so-called Verdet constant by theeral case, and it is the one most widely used in the literature.
expressiofi ® The magnetic-field induced polarizability can be deter-
mined from the quadratic response function with two
V(o) = ¢/BI, @ electric- and one magnetic-dipole operators. Since the Verdet
whereB is the magnetic flux density ards the path length. ~constant is zero in the limit of a nonoscillating electric field
The microscopic origin of the rotation is ascribed the differ-in the light beam, we must always maintain a nonzero optical
ence in refractive index in the presence of the static magnetitequency in the calculation. Furthermore, the operator that
field for left and right circular components of linearly polar- couples the molecular system and the static magnetic field is
ized light. On the microscopic level, the Verdet constantantisymmetric with respect to time-reversal symmetry. It is
therefore relates to magnetic-field induced changes in théerefore not possible even in the nonrelativistic limit to per-
molecular electric-dipole polarizability. A detailed theoretical form so-called finite-field calculations of the Verdet constant
formulation has been given by Buckingham and Stepfenswithout tuming to complex arithmetics.
and more recently by Parkinson and Oddershédea re- The last two decades, however, have seen implementa-
sponse function formulation. For spherically symmetric systions of the quadratic response function for most standard,
tems, the Verdet constant can be calculated by two differenfionrelativistic, electronic structure methods, and such calcu-
approaches: on the one hand, as a derivative of the polarifations are today performed routinely on large-scale systems.
Alongside this development, nonrelativistic calculations of

2 A T the Verdet constant have appeared in the literature using
Electronic mail: ulfek@ifm.liu.se l§ . ) . . ) ?
PElectronic mail: panor@ifm.liu.se Hartree—FocKk, multl(_l:?nflguratlonal‘ self—cqnsstgnt .fle d,
“Electronic mail: rizzo@ipcf.cnr.it and coupled-clusté methods. It is our intention in the
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present work to extend these calculations to include the ef- 5 =-ef,®1,). (5)
fects of relativity. We will employ the quadratic response

function at the four-component Hartree—Fock level as reThe magnetic interaction, on the other hand, involves orbital
cently presented by Norman and Jenkeand we will per-  as well as spin degrees of freedom and the nonrelativistic and
form a systematic study on isoelectronic systems with in<elativistic coupling operators differ more substantiafiyA
creasing nuclear charges. This paper is the fourth in a serigatic, homogeneous, magnetic fiddenters through mini-
that we have presented in order to benchmark the relativistigral coupling into the linear momentum of the one-electron
effects on third-order molecular properties using the quaHamiltonian according to

dratic response function at the four-component Hartree—Fock .

level of theory. Earlier work includes the first-order electric- p— w=p+eA (6)
dipole hyperpolarizability*** and the electric-field gradient . R R

electric-dipole polarizability® Here we present a study of Where the vector potential operatérequals(f X B)/2. By
third-order properties involving a magnetic-field penurba_per_formmg this s_ubstltutlon in the free-particle Dirac Hamil-
tion. We choose the noble gaséise, Ne, Ar, Xe, and Rn  tonian, one obtains

and the dihalogen&=,, Cl,, Br,, and ) as sample systems. ~ I o JURRS
96N o, Brz and b ple o= cola - )+ B = o - ) + B + ol - A,

™
Il. METHODOLOGY and the perturbation operator is thus found to be
The Verdet constar¥, at a given angular frequenayof R eq . . 1. .
the light beam, can be determined from quadratic response M= —?(r X a)= —E(T X ), (8)
functions through the relation
V(@) = Coeypy MRy M) 00, (3)  where the current density operaﬁohas been introduced. It

. . is clear that calculations performed in a standard, field-
whereC=eN/(24cyeome) andN is the number density of the  jngependent, one-particle basis will be dependent on the
gas. At standard temperature and pressure, for an ideal ggfoice of origin’ This gauge dependence vanishes only in
the numerical value o€ is 1.521 24< 10°® a.u. Furthermore  the |imit of a complete basis set in general, but, for mol-
€upy IS the Levi-Civita tensor, andlz, and i, are thea  ecyles with an inversion center, there is no gauge depen-
components of the electric and magnetic dipole operatorgjence even in a calculation employing an incomplete basis
respectively. In the equation above, we have adopted the Einget, This fact is readily demonstrated by shifting the gauge
stein summation convention over repeated indices. Resolvegligin according tor'=r+R, so that the transformed re-
in the eigenstates of the unperturbed molecular Hamiltoniangponse function becomes
the quadratic response function can be expressed in terms of

a sum-over-states expression according to s g (77 X i)y))woz (s B (F X i)ﬁ)m
(s g 10 i fepRXD Do (©)
=423 P-g,uE ,(0|,D.,1\k)(k|,&3\|><|\r”n,\o)’ (4) The latter term in Eq(9) vanishe} for a centrosymmetric
W (0kg= 0g)(wg = w)) system because the operat@randj are antisymmetric with

wherefiwyg denotes the ground-to-excited state transition en_respect to spatial inversid. The same argument can be

ergy, w, is the sum of optical frequencieSP_ , , repre- made in the nonrelathlstlAc case wherés replaced by the
sents the summation over all terms obtained by permutatinE;near momentum operatqr.

the three pairs of dipole operators and angular frequencies;, In qrder to calculate the effects of vibration in the case of
(far=wg), (f1g,@1), and (M, w,), and the prime indicates diatomic molecules, we assume that only the ground vibra-
ar " @g)s @1), s ©2),

omission of the ground state in the summation. In approxi-ﬁonal state is occupied at standard temperature, 0 °C. Since

mate state theories, the sum-over-states exprefEigr4)] there" i_s no perturpation linear iB to t_he rovibrational
is replaced by matrix equations for which the explicit form Schrodinger equation for molecules without a permanent
depends on the electronic structure theory at hand. In thiagnetic dipole moment, there are no purely vibrational or
work we will use the implementation of the quadratic re- pyrely rotational cc_)ntrlbutlons to the Verdet constHthe
sponse function in the four-component Hartree—FockV'br'_"‘t'onal correctlons_ can therefore be_ computed by a
approximationl.z stralghtfonNard averaging of over the rovibrational states
The explicit forms of the electric- and magnetic-dipole & 0°- It s enough to computé at a number of bond lengths
operators, which couples the quantum mechanical moleculd? near the_ equilibrium distance and to compute t_he zero-
system and the classical electromagnetic fields, differ in nonPOiNt vibrationally averaged Verdet constant according to
relativistic and relativistic theories. In the case of a four-
component relativistic theory, the operators are represented
by 4X 4 matrices. The electric-dipole interaction is purely
orbital in nature, and, in the relativistic case, the electric-where|0(J)) is the Jth rotational level of the ground vibra-
dipole operator in Eq(4) is to be replaced by tional state, ang(J) is the Boltzmann weight.

VEPVA =S 5(3)(0(D)V(R)|0(I)), (10)
J
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Ill. COMPUTATIONAL DETAILS pVDZ and t-aug-cc-pVDZ basis sets recover 97% and 99%
of the reference value, respectively. The relativistic effects,
defined as the relative difference between the TDHF and

tic time-dependent Hartree—Fo€kDHF) or the relativistic o
time-dependent Dirac—Hartree—Fo¢KDDHF) approxima- TDDHF values are recovered to 98% at the d-aug-cc-prZ
level. Therefore we conclude that our results for neon, using

tions. The effects of relativity are presented as the correct-h t VTZ basi ¢ | saturated with t
tions to the nonrelativistic values. € t-aug-cc-p asis set, are well saturated with respec

The investigation has been carried out for the noble® the one-electron basis set. Similar convergence is expected

gases and the halogens; for the latter we employ thtgOr the other systems treated.

experimentaﬂe bond lengths of 1.412, 1.987, and 2.280) For xenon and radon, the cc-pVTZ basis sets are not
for F,, Cl, and B, respectivel)./ and an c;ptimizéd bond available, and, instead, Huzinaga's well tempered basis set

length of 2.740 A for §. The latter is that obtained at the V&S used. A comparison between these two b'?‘s's sets was
density functional theory level using an effective-core made for kryptor_], and the_Verdet constants obtamgd Wlth the
potentiaf® and the hybrid B3LYP(Ref. 21 exchange- augmented Huzinaga baS|s‘set were found to be within 2% o_f
correlation functional. those calculated with Dunning’s basis set. The use of a basis

To allow for an unbiased comparison between the relaSet that lacks sufficiently diffuse functions showed always to
tivistic and nonrelativistic results, we have used uncontractefifoduce too small a Verdet constant, and our results are
basis sets in all calculations. The exponents from Sadlej{1erefore lower bounds of the property.

polarization basis sé&2*and the triply augmented, correla-  FOr the diatomic molecules we have compared the un-
tion consistent, triplet basis set of Dunning and contracted Sadlej basis set with uncontracted t-aug-cc-pVTZ.

co-workeré® (t-aug-cc-pVTZ have been used in the calcu- The smaller Sadlej ba;is set giyes satisfactory results for the
lations on the diatomic molecules. For the noble gases wiirst three molecules in the series. The Verdet constants of
have used the exponents from t-aug-cc-pVTZ for He—Kr andBf> calculated with the t-aug-cc-pVTZ basis set are recov-
those from the well-tempered basis sets of Huziﬁ%@ar ered toAW|th|n 3% vylth the use of Sadlej's polarlzatlo_n basis
Kr—Rn. For Xe and Rn, we have augmented Huzinaga’s bas2et: Which justifies its use for thg olecule and also in the
sets with diffuse, even tempered, functions—the augmenté;omputations of vibrational corrections for all four diatomic
tions used ar¢1slpldsf] and[1slp2d3f] for Xe and Rn, ~Mmolecules. )

respectively, and those were obtained with an even tempered 1€ small-component two-electron integrals employed
parameter taken as the ratio between the two most diffusi our four-component calculations require the major part of
exponents of a given angular momentum in the basis. the computational work, even though the importance of these

The zero-point vibrational averagif@PVA) corrections ~ integrals is usually small for valence properties. We have
to the Verdet constant for the diatomic molecules have beeHierefore calculated the Verdet constants neglecting the
computed using the/iBROT program from themoLcas ~ Small-small(SS integrals and compared to the results of
packagé’ which uses a spline fit of the Verdet property and ¢alculations where they are included. The contribution from
the calculated potential energy to perform rovibrational avthese integrals to the Verdet constant is always at least four
eraging. The Hartree—Fock and Dirac—Hartree—Fock poterfrders of magnitude smaller than the total relativistic effect
tial energy surfaces were used for these calculations. for the systems studied.

The electronic structure calculations have been per- Ingersoll and Liebenbef§ present Verdet constants for
formed with the nonrelativistioaLToN (Ref. 28 program  all noble gases except Rn. Older experimental results can be
and the four-componemtiRAaC (Ref. 29 program with the found in the compilation by Landolt—Bérnste%.The ex-
addition of an excitation module by Jensen and Siue. perimental data in these two sources have been converted to
standard temperature and pressure and are included in Fig. 1.
The Hartree—Fock values are always slightly below the ex-
perimental results, but agreement with experiment is satis-

The available experimental data on the Verdet constarfiactory for all atoms except neon and argon, where our
concern mostly molecules in solution, but gas phase dathlartree—Fock values lie about 10% below the experimental
exist for some of the molecules considered in the presenterdet constants. To our knowledge, there are no experimen-
work. In addition to the relativistic effects shown below theretal values for radon, but our calculations predict that relativ-
are also strong effects of electron correlation on the Verdeistic effects are substantial in this case, as they add 30%—
constant as shown by Coriaat all® Primarily the goal of 40% to the nonrelativistic Verdet value. The relativistic
this study is to obtain an estimate of the magnitude of theeffects for the other atoms are minor, but cannot be ignored
relativistic effects, rather than to compare with experimentsin accurate calculations on krypton or xenon.

The calculated Verdet constants for the noble gases are The calculations on the diatomic molecules show much
listed in Table I. A detailed basis set investigation has beefarger relativistic effects than those on the corresponding
performed for neon, in which we used fully decontractednoble gas atoms in the same row of the periodic table. In the
basis sets but refer to them by their original names. Takingase of the diatomics there are of course two “heavy” atoms
the Verdet value calculated with the t-aug-cc-pVTZ basis sein each molecule, but the larger relativistic effects can also
as a reference, the aug-cc-pVTZ and d-aug-cc-pVTZ basibe understood in terms of the excitation energies of the sys-
sets recover 77% and 99% of the reference value, respetem. The noble gas atoms have a their lowest excitation en-
tively; and going down in cardinal number, the d-aug-cc-ergies much higher than the optical photon energies. This is

All property calculations employ either the nonrelativis-

IV. RESULTS AND DISCUSSION
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TABLE I. Verdet constants of the inert gases, in unitspohin Gcm? at 1 atm, together with relativistic

effect.
 (a.u) TDHF TDDHF % %S$S
He 0.042823 0.128 0.128 -0.03 (-8)
0.065600 0.303 0.303 -0.03 (-67)
0.088599 0.558 0.558 -0.03 (-67)
0.113910 0.935 0.934 -0.03 (67)
Ne 0.042823 0.194 0.195 0.5 (&)
0.065600 0.459 0.461 0.5 (65)
0.088599 0.846 0.850 0.5 (65)
0.113910 1.419 1.426 0.5 (65)
Ar 0.042823 2.332 2.347 0.6 (54)
0.065600 5.559 5.594 0.6 (54)
0.088599 10.376 10.442 0.6 (89
0.113910 17.741 17.860 0.7 (=)
Kr 0.042823 4.904.8% 4.98/4.89 1.6/1.5 33)/3(-3)
0.065600 11.75/11.55 11.94/11.72 1.6/15 (-3B/3(-3)
0.088599 22.10/21.69 22.49/22.04 1.7/1.6 (=3/3(-3)
0.113910 38.27/37.46 38.99/38.11 1.9/1.8 (-3/3(-3)
Xe 0.042823 11.52 11.91 3.4 (<B)
0.065600 27.84 28.85 3.7 ()
0.088599 53.00 55.16 4.1 (RB)
0.113910 93.44 97.90 4.8 (83)
Rn 0.042823 17.24 22.95 33.1 =2
0.065600 41.86 56.76 35.6 )
0.088599 80.33 112.13 39.6 2)
0.113910 143.38 210.22 46.6 )

“6SS denotes the relative contribution from the inclusion of small-small integrals to the Verdet constant.
bUsing the decontracted t-aug-cc-pVTZ basis set.
Using the decontracted Huzinaga basis set.

not the case for the diatomics. Hence, the Verdet constant is xlzg N 12; N 1Hg X 123_

more sensitive to small shifts in molecular excitation ener-

gies for these systems, as evident from the sum-over-statdhe characteristics of the halogen absorption spectra are well
expression for the Verdet constant shown in E. For the illustrated by that of bromine—the theoretical and available
halogens, the dominant term in the contraction of the quaexperimental results of the bromine absorption spectrum are
dratic response functions in Eq(3) is given by presented in Table Il. The theoretical values have been com-

{(fz; iy, M), 0 due to the strongly coupled channel puted at the TDDHF level. The transition energies and mo-
100 Xe
50— —
Cl, Kr
B I Ar
o
% 0 FIG. 1. Theoreticalfilled) and experimentalopen re-
€ 2 sults of the Verdet constarfumin G tcm?) for He,
3 Ne, Ar, Kr, Xe, and CJ.
> R ]
1.5 Ne
i an o He
0.5F -
0 1 . 1 ]

0.05 0.1
Photon energy (a.u.)
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TABLE Il. Excitation energies and electric- and magnetic-dipole matrix elements forTBeoretical results are obtained with the decontracted t-aug-cc-
pVTZ basis set. All quantities are given in atomic units.

TDHF TDDHF
Expt?
AE [(nlz|0)] [nlmlo)| M| AE [(n|z]0)| [(nlrn0)| AE
sk 0.305 1.83 0 0 0.302 1.84 0
3, 0.290 0 1.06 1 0.290 0 0.95
1, 0.280 0 0 0 0.284 0 0
0 0.284 0 0.00203
1 0.274 0 0.476
2 0.271 0 0
i, 0.223 0 0.755 1 0.219 0 0.73
31, 0.179 0 0 o 0.182 0 0
0 0.182 0 0.0631
1 0.175 0 0.187
2 0.170 0 0
35, 0.142 0 0 1 0.142 0.139 0
0 0.138 0 0
1, 0.126 0.110 0 1 0.116 0.110 0 0.fo9
3, 0.0810 0 0 0 0.0853 0.153 0 0.0724
0 0.0811 0 0
1 0.0759 0.0168 0 0.0634
2 0.0715 0 0
3y 0 0" 0 0

“Experimental results taken from Ref. 19.
"Described as a broad absorption band with center at the given e(Refy19.

ments in the nonrelativistically spin-allowed channel de-also for the relativistic effect. The implication of this fact is
picted above are quite insensitive to inclusion of relativity,that a key role is played at the relativistic level by the
and the minor differences seen in the table for these quanti~dipole induced transition between the ground Smf@;
ties cannot explain the relativistic enhancement of 20%-60%nq theM,=0* component of the triplet state 11, This
seen in Table Il for the Verdet constant. Instead the explag|aim js further corroborated when noticing the strong dis-
nation for the severe underesnmatlc_)n of the Verde_t ConSt‘f’"Bersion ofV(w), which is a consequence of a photon energy
at the nonrelativistic level of theory is to be found in transi- "

that approaches the transition energy of thﬁ'lgr state at

tion channels involving nonrelativistically spin-forbidden 0853 Turni . h . i ith
states. By studying individual tensor components, it is founoo' a.u. Turning attention to the magnetic coupling wit

that the contribution from components with the magneticth® ground state, we notice in Table Il that thig=1 com-
field perpendicular to the molecular axis are dominant noPonent of the 1, state with a transition energy of
only for the total Verdet constant, as discussed above, bift-175 a.u. is another key state in the relativistic calculation.

TABLE lIl. Verdet constant of the halogen diatomics, in unitsgohin G cmi* at 1 atm.

TDHF TDDHF %
w (a.u) SAD®  T-AUG® SAD T-AUG SAD T-AUG
F, 0.0428 0.813 0.793 0.836 0.810.816) 29 3.0(2.9
0.0656 2.006 1.954 2.072 2.012.019 3.3 3.2(3.1)
0.0886 3.997 3.867 4.233 4.048.999 5.9 4.6(3.9
Cl, 0.0428 7.970 7.977 8.172 8.168.155 25 2.4(2.2)
0.0656 19.59 19.571 20.190 20.1@.069 3.0 2.9(2.9
0.0886 38.82 38.503 40.972 40.4¢89.716 55 5.0(3.1)
Br, 0.0428 18.904 18.668 23.540 22.7(@D.787 245 21.6(11.4
0.0542 31.744 31.138 42.990 40.468%5.062 35.4 30.0(12.6
0.0656 49.700 48.302 91.078 77.585.213 83.2 60.6(14.3
I, 0.0210 9.910 18.55012.689 87.21(28.0

2Using the decontracted Sadlej basis set.
PUsing the decontracted t-aug-cc-pVTZ basis set.
“Values in parenthesis are calculated using the spin-free Hamiltonian.
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TABLE V. Vibrational contributions to the Verdet constaV) of the halogen diatomics, in units of
uminGtem™ at 1 atm.

TDHF TDDHF
o (a.u) % V+AVZPVA % Ve V+AVZPVA %
F, 0.0428 0.486 0.515 6.15 0.498 0.529 6.23
0.0656 1.159 1.238 6.73 1.190 1.271 6.88
0.0886 2174 2.343 7.78 2.237 2.417 8.02
Cl, 0.0428 8.217 8.383 2.02 8.355 8.523 201
0.0656 20.20 20.70 2.46 20.90 21.51 2.95
0.0886 40.07 41.56 3.73 42.45 44.07 3.81

“Calculated at the Hartree—Fock bond length.

In order to separate scalar relativistic effects from thealso dependent on the bond length, but less strongly because,
full effects of relativity, we have performed calculations us-for F, and C}, the effects are mainly of scalar relativistic
ing the spin-free Hamiltonian, which removes all nonrelativ-nature and the changes in triplet excitation energies with the
istically spin-forbidden transitions from the calculatiofis. varying of the bond length do therefore not greatly affect the
These results do not yield the strong dispersion of the fulvalue of the Verdet constant. At the Hartree—Fock bond
Verdet constants, which again shows that the main cause &¢ngth, relativity adds 2.5% to the electronic value of the
the large relativistic effects on the Verdet constants of Br Verdet constant for f(at w=0.0428 a.u, while, at the ex-
and |, are the nonrelativistically spin-forbidden transitions. perimental bond length, the increase is 2.8%. The error in the
The relativistic effects on Fand Cb, on the other hand, are Hartree—Fock bond length is much smaller fop @ian for
to a larger extent explained by scalar relativistic effects; forF,, and the effects of vibration are also smaller for chlorine.
F, the TDDHF value of the Verdet constant is recovered to
99.8% with use of the spin-free Hamiltonian. As reference
the Verdet constant forfhas also been calculated using thev' CONCLUSIONS
scalar relativistic, spin-averaged, Douglas—KrolDK) We have shown that nonrelativistic calculations of the
approximatior***as implemented in theaLTon program®  Verdet constants of the halogens suffer from substantial er-
The value for the Verdet constant obtained with use of theors. For bromine these errors exceed 20% and for iodine a
DK Hamiltonian recovers 99.7% of the fully relativistic re- nonrelativistic treatment is not appropriate for this property.
sult, which is thus in perfect agreement with the spin-freein both cases a main role among relativistic effects is played
result despite the neglect of picture change effects in théy the electronic spin-orbit interaction. Our results also show
property operators. that, in order to achieve high accuracy of the results, relativ-

It has thus been shown that the inclusion of nonrelativ-ity cannot be ignored even for the light Folecule. How-
istically forbidden transitions in the model can have largeever, for fluorine and chlorine the nature of the effect is
effects on the Verdet constant—in the case of bromine therscalar relativistic, and it can be recovered, for instance, in the
are low-lying spin-forbidden states with substantial oscillatorDouglas—Kroll approximation.
strengths. The dispersion also becomes much more compli- Four-component calculations are hampered by the large
cated at the relativistic level of theory due to the low-energycomputational cost. For the Verdet constant, however, the
resonances, and, as a consequence of the nature of perturlsast can—uwithout loss of accuracy in the results—be re-
tion theory, we must ensure a reasonable laser detuning to alliced by neglect of the small-small integrals, as illustrated
states in the spectrum, c.f. E®). For this reason, it was not by our results on radon.
possible to calculatd/(w) at the same frequencies for all In comparison with experimental data for He, Ar, Xe,
molecules. and C), we note that our theoretical results are in agreement

No pronounced relativistic effects were found on the vi-within 10%. For neon the discrepancy between theory and
brational corrections that are listed in Table V. These calcuexperiment is greater, and we are unable to provide an ex-
lations were problematic, due to the lowering of excitationplanation for this observation. It is on the other hand well
energies of the spin-forbidden states when stretching the mestablished that electron correlation in general is important in
lecular bonds. Therefore vibrational corrections could onlycalculations of Verdet constaritTherefore, the main moti-
be reliably calculated for the two lightest molecules:ahd  vation for the present work is to provide a benchmark for the
Cl,. For the precision presented here it can also be noted thaffects of relativity.
the calculated vibrational corrections are not temperature de- In conclusion, we have thus shown that the time-
pendent in the range from absolute zero to 0 °C. Due to theependent four-component Hartree—Fock method is a viable
strong dependence &f(w) on the internuclear distance, the approach to determine the effects of relativity on the
value of the Verdet constant of, lat the Hartree—Fock opti- magnetic-field induced birefingence, and that more approxi-
mized geometry differs substantially from that calculated aimate models are not to be used for molecular bromine and
the experimental bond length. The effects of relativity areiodine.
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Abstract. An ab initio investigation of the molecular properties rationalizing the electric-field-gradient induced birefringence
(Buckingham effect) for Cl; is presented. The quadrupole moment is determined using hierarchies of basis sets and wave
function models. The electric dipole polarizability, the dipole — dipole — quadrupole and dipole — dipole — magnetic dipol
hyperpolarizabilities are determined exploiting a Coupled Cluster Singles and Doubles (CCSD) response approach. The prop
erties are zero-point vibrationally averaged, and the contribution of excited ro-vibrational states accounted for. To this end, the
interatomic IE; ground state potential has been computed at CCSD plus perturbative triples — CCSD(T) - level employing ¢
large augmented correlation consistent basis set. The effect of relativity is estimated at the Dirac-Hartree-Fock level. Our bes
value for the quadrupole moment of Cly is (2.327 &£ 0.010) au and it is in excellent agreement with experiment which, afte
revision and dependent on the procedure employed for correcting the original estimate of (2.24 & 0.04) au of Graham et al.
[Mol. Phys., 93, 49, (1998)], ranges from (2.31 &£ 0.04) au to (2.36 & 0.04) au.

Keywords: Molecular quadrupole moment, birefringence, electric field gradient, electric dipole (hyper)polarizabilities, couplec
cluster theory, relativistic effects, molecular vibrations

PACS: 33.15.-e, 33.15.Kr, 33.55.Fi, 31.15.Ar, 31.25.Nj

1. Introduction

One of the most successful experimental methodologies to determine molecular quadrupole moments
is based on the measurement of the linear birefringence — that is, the anisotropy of the refractive index for
two components of plane linearly polarized light — observed when radiation propagates through a (low
density) fluid sample with a component at right angles with respect to an external electric field gradient.

The methodology was proposed in 1959 by Buckingham [1], who also derived the first semiclassical
molecular theory of the experiment, and it was applied for the first time in 1963 by Buckingham and Disch

*Corresponding author. Tel.: +39 050 315 2456; Fax: +39 050 315 2442; E-mail: rizzo@ipcf.cnr.it.
**Current affiliation: POLYLAB, INFN, Pisa.
***Current affiliation: University of Linkdping, Sweden.
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to the determination of the quadrupole moment of CO4 [2]. For this reason we follow the suggestion
coming from the experimentalists working on the field [3], and refer to the effect as to Buckingham
effect, or Buckingham birefringence. Buckingham’s original theory was reformulated by Buckingham
and Longuet-Higgins in 1968 to account for the effect on dipolar molecules, where the quadrupole
moment is origin dependent [4]. A different, despite a few formal analogies, semiclassical theory of the
experiment was proposed in 1991 by Imrie and Raab [5].

Ab initio response theory can be used to obtain reliable and accurate results for all molecular properties
that enter the molecular expression for the induced anisotropy of the refractive index according to two
above-mentioned semiclassical theories of the effect, the one due to Buckingham and coworkers [4,
6] (BLH), and the one laid down by Imrie and Raab [5] (IR). For non-dipolar linear molecules these
properties are the molecular quadrupole moment, the electric dipole polarizability and the hyperpo-
larizabilities contributing to the so-called temperature-independent term. Beside the determination of
state-of-the-art reference values of the quadrupole moments of several linear molecules [7-11], the use
of well-established ab initio methodologies — in particular at the coupled cluster level of theory [12] — for
the calculation of molecular properties has permitted an analysis of the numerical differences occurring
between the results obtained within the two semiclassical theories [4,5]. These should, in principle,
describe the same observables and had previously been assumed to agree [9,10,13—15]. In the case of
carbon monoxide the study of Ref. [15] in particular has shown, at the end of a sophisticated procedure
involving very accurate calculations and the revision of experimental data, that excellent agreement could
be obtained between the prediction of BLH theory and experiment, whereas IR theory failed to produce
values falling within the error bars associated with the measurement. The publication of several ab initio
results by our group on Buckingham effect in the last few years has resulted in a renewed interest by
experimentalists. Very recently Ritchie and his group, motivated also by the results of Refs. [16] and [7],
repeated the measurement of the Buckingham birefringence of N2 [3] and revised the estimate of the
quadrupole moment given in Ref. [17]. This led to an overall excellent agreement between ab initio
calculations and experiment.

In this paper we concentrate on the study of the temperature dependence of Buckingham birefringence
of Cly. This involves the accurate determination of its quadrupole moment, and of its electric and mixed
electric-magnetic (hyper)polarizabilities. Buckingham birefringence in Cly was studied experimentally
by Graham, Imrie and Raab in 1998 [17]. The authors have determined an electric quadrupole moment
of (10.07 £ 0.16) x10~% C m?, corresponding to (2.24 4 0.04) (‘,(l% in atomic units. This estimate
was obtained by performing a measurement at a single temperature of 27°C, and it relies on assuming
an anisotropy of the electric dipole polarizability of Cls taken from experiment [18] and a contribution
due to the temperature independent term, b, as estimated ab initio via an approximate Coupled Hartree
Fock approach by Amos [19]. Here we obtain a far more accurate value of b, and use it, together
with an equally accurate estimate of the anisotropy of the electric dipole polarizability, to revise the
estimate for the quadrupole moment obtained by Graham, Imrie and Raab. The revised value is then
compared with the one obtained ab initio. To this end we employ throughout the paper a Coupled
Cluster approach extending to singles and doubles plus perturbative triples [20,21] — CCSD(T) — for the
determination of the quadrupole moment, and to CCSD frequency dependent response, up to quadratic,
for the calculation of the electric dipole polarizability, dipole — dipole — quadrupole and dipole — dipole
— magnetic dipole hyperpolarizabilities. Estimates are obtained for the effect of relativity and for that of
molecular vibrations on the properties.
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2. Definitions

According to the semiclassical theories of the birefringence induced by an electric field gradient
(EFGB) [4-6], the anisotropy observed for a linear non dipolar molecule, An, for light propagating
along the Z direction can be written as

NVE{

nx —ny =An = 7
0

2 .
+ 5iT OAx } (1
where © = O, is the symmetry unique component of the permanent (traceless) quadrupole moment and
Aa = a, — ag, is the anisotropy of the electric dipole polarizability. N = % is the number density.
Ny is Avogadro’s number, V,;, is the molar volume, VE = V x E'x the laboratory field gradient, k the
Boltzmann constant, € the vacuum permittivity, and 7" the temperature. The temperature-independent
term b is a combination of various hyperpolarizabilities which depends on the formulation [4,5,9,13] and

SO we write
1 1 2 ,
bpLE = 1_5 (Sbaﬁuﬂ - baaﬁﬁ) - E (3304‘;30‘5 - Baﬂﬁu) - %Faﬁ”y Ja,B“/ @
9 s
=B—Bpia — 5 J'
Jw
1 1 1 ,
bir = 15 (3bagas — baa,ss) — 55 Baass + 3Bassa) = 5-casyJasy .
1 ,
=B—Big— —.J
R~ 5
where [9,10,13,16]
baﬁ,’yé = <<ﬂa; ﬂ,@v lf’yé»w‘(] (4:
Ba.@mé = <<ﬂa§ qAﬂ'ysﬂé»wﬂ (5
Tapn = ilflai 10, fir)wo « 6

in the usual notation employed to represent frequency dependent quadratic response functions. Above
1, ¢ and 1 indicate the electric dipole, traced electric quadrupole and magnetic dipole operators,
respectively. Subscripts BLH and IR were used to distinguish between Buckingham’s and Imrie and
Raab’s formulation, respectively. Sum — over — state expressions for the responses in Eqs (4) to (6) are
given in Ref. [4].

From a single temperature measurement of the birefringence (An), according to Eq. (1), the quadrupole
moment of the non dipolar linear molecule can be obtained as

_ 15KT [ 2¢gAn )
~ 2Aa | NVE

once A« and b are known from independent sources.

@

3. Computational details

The wavefunction methods employed in the non-relativistic calculations of the quadrupole mo-
ment are Hartree-Fock (SCF), second-order Mgller-Plesset (MP2) [22], Coupled Cluster Singles and
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T T T T T T T

Energy (au)

Doubles (CCSD) [23] and Coupled Cluster Singles and Doubles plus perturbative triples corrections
(CCSD(T)) [20,21]. The (non relativistic) frequency dependent properties were determined at the CCSD
level.

All non-relativistic calculations were performed with a development version of the DALTON pro-
gram [24] which contains the CCSD(T) first-order property module described in Ref. [25]. For some of
the calculations of the 12;’ ground state potential curve of Cly ACESII was also employed [26].

The chosen basis sets are the augmented versions of Dunning and co-workers correlation consis-
tent polarized valence sets aug-cc-pVXZ, x-aug-cc-pVXZ [27,28], polarized core-valence sets aug-cc-
pCVXZ [29,30] and revised polarized valence sets aug-cc-pV(X+d)Z and d-aug-cc-pV(X+d)Z [31] -
with X = D,T,Q,5 and x = d,t.

The 1s electrons were kept frozen in the non relativistic calculations, except for some of cases where
the valence correlation-consistent sets were employed, and in which the frozen-core approximation was
also used. The acronyms “f1s” and “fc”” were used to indicate the calculations with frozen 1s and with
the whole core kept frozen, respectively.

The experimental equilibrium geometry R=1.987060 A [32] (3.7550 au) was used.

The frequency-dependent properties were determined for w = 0.07200 au which corresponds to a
wavelength of 632.8 nm.

All relativistic corrections were calculated using DIRAC [33], a fully relativistic four component
program. A development version of this program was used for the quadratic response calculations [34].
The effects of relativity have been estimated by a comparison between standard Hartree — Fock and
four component Dirac-Hartree-Fock (DHF) calculations. The correlation consistent basis sets used
throughout this study are optimized for nonrelativistic calculations, and therefore they had to be used
uncontracted in this comparison. Basis sets for the small components in the DHF case were generated
from the kinetic balance condition.

In order to perform the rotational and vibrational averaging of the electronic properties, the potential
energy curve for the 12;‘ ground electronic state of Clp needed to be known, in particular around the
equilibrium geometry. Since we are not aware of other ab initio accurate studies, we determined a non
relativistic curve for the X IE; state of Clg in a wide range of internuclear distances. To this end we
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Table 1
Cly. Non relativistic CCSD(T)/f1s electronic energy, V (R), for the
XIE}' state in the aug-cc-pV(5+d)Z basis set, Atomic units. The
absolute energy is obtained by subtracting 919.50 Ej,

R CCSD(T) R CCSD(T) R CCSD(T)
2.611  —0.005802 3.731 —0.435071 4201  —0.420025
2711 —0.116986 3.751 —0.435096 4301  —0.414403
2811 —0.202866 3.755 —0.435091 4401  —0.408488
2911 —0.268803 3.771 —0.435037 4.501  —0.402445
3.011  —0.319011  3.791  —0.434897 4.601  —0.396409
3111 —0.356787 3.811 —0.434681 4.701  —0.390489
3211 —0.384717 3.831 —0.434393 4.801 —0.384771
3311 —0.404833  3.851 —0.434036 4901  —0.379322
3411 0418747 3.871 —0.433615 5001  —0.374192
3421 0419849 3.891 0433133 5.101  —0.369417
3431  —0.420904 3911 —0.432593 5201 —0.365021
3.441  —0421911 3931 —0.431998 5301 —0.361019
3451 0422873 3951 —0431352 5401 —0.357417
3461 —0.423791 3971 —0.430658 5.501  —0.354213
3471 —0.424665 3.981 —0.430293 5.551  —0.352759
3481 —0.425497 3991 —0.429917 5.601  —0.351400
3491 0426287 4.001 —0.429531 5.701  —0.348962
3.501  —0.427037 4.011 —0.429135 5.801  —0.346882
3511 —0.427747  4.021 —0.428728 5901  —0.345139
3.531 0429052 4.031 —0.428311 6.001 —0.343710
3.551  —0.430211 4.041 —0.4278385 6.101  —0.342569
3.571  —0.431229 4.051 —0.427451 6.201  —0.341691
3.591 0432113 4.061 —0.427007 6.301  —0.341048
3.611  —0432871 4.081 —0.426094 7.000 —0.341128
3.631 0433507 4.101 —0.425149  8.000 —0.346524
3.651 —0.434028 4.121 —0.424175 10.000 —0.354874
3.671 —0.434440 4.141 —0.423174 20.000 —0.365113
3.691 —0.434747 4.161 —0.422147
3711 —0434956  4.181 —0.421097

employed the aug-cc-pV(5+d)Z basis set and computed the energy at SCF, MP2, CCSD and CCSD(T)
levels for some eighty internuclear distances between 2.611 au and 20 au. The 1s orbital was again
kept frozen in the post-Hartree Fock calculations. The results are shown in Fig. 1 and those obtained
employing the CCSD(T) wavefunction model and actually used to determine the vibrational corrections
to the electronic properties are given in Table 1. In Table 2 the spectroscopic constants determined from
the curves are collected.

The relevant properties, i.e. the quadrupole moment ©, the tensor elements of the electric dipole
polarizability «v at a wavelength of 632.8 nm and the relevant tensor elements of Eqs (4), (5) and (6) were
then computed at CCSD/f1s level at eleven internuclear distances, equally spaced between R = 3.255
au and R = 4.255 au, around the equilibrium distance which, for our CCSD(T) potential curve, lies at
Ry = 3.7468 au, see Table 2. The basis set chosen for these calculations was the d-aug-cc-pV(T+d)Z
set. Zero point vibrational averages and the matrix elements of the electronic properties between the
lowest eight vibrational levels supported by the CCSD(T) potential curve, and, for each vibrational
state, between the lowest seven rotational sublevels, were computed using VIBROT, which is part of the
MOLCAS program suite [35].

Unless specified otherwise, atomic units will be used all throughout the next Section. Conversion
factors between atomic units, SI units and esu are based on the compilation of Ref. [36], see also
Ref. [37].
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Table 2
Cls. Spectroscopic constants and term values G (v) for the first eight vibrational levels of the
ground electronic non relativistic interatomic potential of the X 12; state, as obtained ab
initio and compared to experiment [32]. Notations for the errors on the experimental values
are those of Ref. [32], i.e. a subscript last digit means an uncertainty which may considerably
exceed £ 10 units of the last decimal place

SCF MP2 CCSD CCSD(T) Exp

Re (au)® 3.7275 3.7146 3.7315 3.7468 3.7565
D, (au)® 0.283 0.202 0.153 0.069 0.09239
Do (au) 0.282 0.201 0.152 0.068
we (cm™1)° 617.37 594.82 586.36 568.81 559.7>
wee (cm™1)d 1.964 2.251 2.289 2.521 2.675
weye 1072 ecm™ 1 —1.14 —1.16 —1.19 —1.53 —0.67
B. (10" em™* 2.4779 2.4952 2.4727 2.4525 2.439,
ae (1073 em™?) 1.17 1.34 1.35 1.44 1.49
~e (107° cm™1) 0.13 0.06 0.02 —0.24 —0.17
8. (107" em™! 1.60 1.75 1.76 1.82
Be (1071 cm™1) —1.08 1.79 2.65 7.46

v G(v)

0 308.2 296.9 292.6 283.8 279.2

1 921.6 887.1 874.4 847.5 833.5

2 1531.0 1472.8 1451.4 1406.0 1382.5

3 21363 2053.8 2023.7 1959.3 1926.0

4 2737.4 2630.1 2591.2 2507.2 2464.0

5 33343 3201.5 3153.8 3049.7 2996.4

6 3926.8 3768.1 37114 3586.6 35233

7 4515.0 4329.6 4264.0 4117.8 4044.6

2Cf. 3.772 au (CASSCF); 3.750 au (Mgller-Plesset Epstein-Nesbet, MP-EN), Ref. [45];
PCE. 0.08243 au (CASSCF); 0.1074 au (MP-EN), Ref. [45];

©Cf. 558.1 au (CASSCF); 567.0 au (MP-EN), Ref. [45];

4Cf. 3.10 au (CASSCEF); 3.11 au (MP-EN), Ref. [45];

°Cf. 1.6 au (CASSCF); 3.4 au (MP-EN), Ref. [45].

4. Discussion
4.1. The molecular electric quadrupole moment

The equilibrium values for the quadrupole moment ©. = ¢, obtained using the hierarchies of wave-
function models SCF, MP2 [22], CCSD [23] and CCSD(T) [20,21] and of basis sets specified in Section 3
are collected in Table 3.

For all series of bases and methods, a large decrease in the quadrupole moment is observed moving
from the double zeta sets to the triple zeta sets, this showing the relative inadequacy of the double zeta
quality basis sets. The quadrupole moment in the doubly augmented sets is overall smaller than the
corresponding one obtained with the singly augmented sets. For all methods the results in the x-aug-
cc-pVXZ sets appear to converge less systematically with respect to the cardinal number X than those
obtained in the revised x-aug-cc-pV(X+d)Z sets.

Focusing on the basis set convergence for the CCSD(T) model, we see that for both the aug-cc-pVXZ
and the d-aug-cc-pVXZ series the change in O, when increasing X by one (O, xt1 — O, x) decreases
in absolute value as X increases. However, whereas in the aug-cc-pVXZ series the effect decreases at
each increase in X, for the d-aug-cc-pVXZ series the difference (Q — T') is about of the same order
as the difference (5 — Q). A look at the SCF values reveals that this behavior is mainly related to the
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Table 3
Cly. Systematic investigation of the equilibrium molecular electric quadrupole mo-
ment O, c.b.f. indicates the number of contracted basis functions. Atomic units

Basis/Frozen orbital space  # c.b.f. SCF MP2 CCSD  CCSD(T)

aug-cc-pVDZ/f1s 54 271344 268923 2.61353  2.62439
aug-cc-pVTZ/fls 100 230215 239459 230796 2.32390
aug-cc-pVQZ/f1s 168 2.28562 238139 229689  2.31574
aug-cc-pV5Z/fls 262 2.28562 238236 2.29918  2.31850
d-aug-cc-pVDZ/fls 72 2.57757 2.57353 249797  2.51223
d-aug-cc-pVTZ/fls 132 226008 2.34512  2.25800  2.27525
d-aug-cc-pVQZ/fls 218 2.26829 236404  2.27901 2.29790
d-aug-cc-pV5Z/fls 334 2.28109 237836  2.29519  2.31465
t-aug-cc-pVDZ/f1s 90 2.56234 256068 2.48463  2.49996
t-aug-cc-pVTZ/f1s 164 2.25396  2.33991 2.25243  2.27000
t-aug-cc-pVQZ/fls 268 226768 236356 2.27852  2.29744
aug-cc-pV(D+d)Z/f1s 64 277566  2.71533  2.63595  2.64716
aug-cc-pV(T+d)Z/fls 110 233264 2.41666 2.32957  2.34443
aug-cc-pV(Q+d)Z/f1s 178 230247 239435 230896  2.32703
aug-cc-pV(5+d)Z/fls 272 229035 238172 2.29787  2.31744
d-aug-cc-pV(D+d)Z/f1s 82 2.63625 2.59900 2.51889  2.53379
d-aug-cc-pV(T+d)Z/f1s 142 2.28807 236463 2.27665  2.29274
d-aug-cc-pV(Q+d)Z/f1s 228 2.28472 237658  2.29081  2.30890
d-aug-cc-pV(5+d)Z/f1s 344 228410 237555 229176 231138
aug-cc-pCVDZ/fls 72 271659  2.67569 2.60213  2.61422
aug-cc-pCVTZ/fls 150 232379 240276  2.31470  2.33104
aug-cc-pCVQZ/fls 268 230539 238909 230323 2.32217
d-aug-cc-pCVDZ/f1s 90 2.58350 2.56375 248976  2.50543
d-aug-cc-pCVTZ/f1s 182 228560 2.35617 2.26801  2.28550
d-aug-cc-pCVQZ/f1s 318 228679 237063 2.28442  2.30342
aug-cc-pVDZ/fc 54 2.71345 2.68655 2.61088  2.62175
aug-cc-pVTZ/fc 100 230215 239160 2.30323  2.31883
aug-cc-pVQZ/fc 168 228562 238007 2.29186  2.31028
d-aug-cc-pVDZ/fc 72 2.57757 257126 249569  2.50990
d-aug-cc-pVTZ/fc 132 226008 2.34181 2.25294  2.26989
d-aug-cc-pVQZ/fc 218 2.26829 2.36273 2.27400  2.29241

SCF contribution: the (Q — T') difference is smaller that the (5 — @) one, whereas for the correlation
contribution — defined as the difference between CCSD(T) and SCF — a decrease is observed at each
increment of X. The convergence of the SCF quadrupole moment improves remarkably within the
revised valence sets d-aug-cc-pV(X+d)Z, and this is also true at CCSD(T) level, where (O ¢ x+1 —Oc x)
reduces by one order of magnitude at each increase in the cardinal number.

Similar to what already observed in our previous studies of quadrupole moments [7-11], the difference
between the results in the triply and doubly augmented basis sets decreases steadily as we go from the
double-zeta level to the quadruple-zeta level, e.g. from 0.012 au to 0.0004 au. Clearly, as X increases,
the effect of diffuse basis functions beyond the double augmented level becomes negligible.

To investigate the importance of core-correlation we looked at the differences between the results
obtained in the x-aug-cc-pCVXZ with only the 1s electrons frozen — as recommended by the authors
of Ref. [29] — and those obtained in the x-aug-cc-pVXZ, both with the 1s electrons and with all core
electrons frozen. As seen from Table 3, for the CCSD(T) model the difference between core-valence
results and valence results with only the 1s electron frozen is rather contained and, for X = @, equal to
0.006 au. When comparing the core-valence/f1s results and the valence/fc ones the difference is about
twice as large, at least for X = Q. This supports the use of the valence sets in connection with the fls
approximation for the calculation of the quadrupole moment of Cl,. We do not consider the difference
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between the core-valence sets and the modified valence sets since the former have been obtained as
extension of the valence sets, and prefer to only on the difference between valence and core-valence sets
of the same type.

For the discussion of the convergence within the hierarchy of wavefunction models we turn to the
d-aug-cc-pV(5+d)Z basis set results and note that the change in © . from SCF to CCSD is only 0.0077 au
(less than 0.5%), whereas that observed going from CCSD to CCSD(T) amounts to 0.01962 au (0.9%
increase with respect to the CCSD value). The effect of triple excitations as approximately described
by CCSD(T) is thus remarkably larger (ca. 250%) than of the effect of single and double excitations.
This makes it very difficult to give an estimate of the correlation effects beyond CCSD(T). However,
since the overall correlation effect is so small — the CCSD(T) values are about 1.2% larger than the SCF
values (with the larger basis sets) — we estimate it (rather conservatively) to be less than 0.01 au, i.e. half
the difference between CCSD and CCSD(T) results in the d-aug-cc-pV(5+d)Z basis. Since we cannot
determine a priori its sign, we shall treat it as an uncertainty of 0.01 au, see below. We finally note
that, the correlation effects are significantly overestimated by the MP2 model for all basis sets with the
exception of the inadequate X = D and X = (D + d) ones.

To conclude, our best estimate for the non relativistic equilibrium quadrupole moment of Cls is (2.317
+0.010) au. This was obtained taking the CCSD(T)/d-aug-cc-pV (5+d)Z/f1s value (2.31138) and adding
the difference between the CCSD(T)/d-aug-cc-pCVQZ/f1s value (2.30342 au) and the CCSD(T)/d-aug-
cc-pVQZ/f1s value (2.29790 au) to account for the addition of core-correlation functions. The error bar
was obtained taking the difference between d-aug-cc-pV(5+d)Z and d-aug-cc-pV(Q-+d)Z as basis set
error at the CCSD(T) level (ca 0.00248), and half the difference between CCSD and CCSD(T) results in
the d-aug-cc-pV(5+d)Z/f1s basis as correlation error (0.00981), and treating them as standard deviations.
This estimate of the error should be considered rather conservative.

4.2. The electric dipole polarizability and the b contribution to the birefringence

4.2.1. The electric dipole polarizability

The values of the anisotropy of the frequency dependent electric dipole polarizability, A« obtained at
the CCSD level for a wavelength of 632.8 nm using the hierarchies of basis sets specified in Section 3
are collected in Table 4.

A general increase in A« is observed moving from the double zeta sets to the triple zeta and quadruple
zeta sets. Also, moving from the singly to the doubly augmented sets A« decreases in the case of
the double zeta sets whereas the opposite happens for the triple and quadruple zeta sets. In particular,
differences up to 0.1 au arise going from the singly augmented double zeta sets to the corresponding
triple zeta sets, whereas the differences become three times larger (up to 0.3 au) going from the doubly
augmented double zeta to the corresponding triple zeta sets. On the contrary going from the singly
augmented triple zeta to the corresponding quadruple zeta sets and from the doubly augmented triple
zeta to the corresponding quadruple zeta sets, the differences remain in the range 0.10-0.20 au. This
behavior shows once again the inadequacy of the double zeta quality basis sets.

The effect of augmentation decreases as we go from the triple zeta level to the quadruple zeta level
(from 0.086 au to 0.077 au for the “standard” sets, and from 0.124 au to 0.079 au for the revised sets).
This behavior parallels that seen for the quadrupole moment and as before it can be ascribed to the
diminishing influence of the diffuse basis functions.

The convergence trend of A« is the same for the “standard” x-aug-cc-pVXZ and the revised x-aug-
cc-pV(X+d)Z valence sets, as well as for the “f1s” and “fc” approximations. Smaller A« values are
obtained in the frozen core calculations.
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Table 4
Cly. CCSD results for the frequency dependent properties enter-
ing the molecular expression for Buckingham birefringence. A =
632.8 nm. Atomic units

Basis/Frozen orbital space Ao® bR bpLH

aug-cc-pVDZ/fls 17.5831 —126.4414 —134.3529
aug-cc-pVTZ/fls 17.6540 —206.8147 —168.0796
aug-cc-pVQZ/fls 17.8088  —253.4045 —187.4126
d-aug-cc-pVDZ/f1s 17.5157  —220.1274  —199.6747
d-aug-cc-pVTZ/fls 17.7402  —293.5700 —202.0177
d-aug-cc-pVQZ/fls 17.8863  —298.0110 —198.4185
aug-cc-pV(D+d)Z/f1s 17.5736  —126.5692 —135.6330
aug-cc-pV(T+d)Z/f1s 17.6605 —210.8285 —172.3264
aug-cc-pV(Q+d)Z/fls 17.8264  —255.1371  —190.4288

d-aug-cc-pV(D+d)Z/f1s 17.5031  —220.6589  —200.8384
d-aug-cc-pV(T+d)Z/f1s 17.7849  —294.7426  —203.8504
d-aug-cc-pV(Q+d)Z/f1s 17.9051  —297.6785 —199.2765

aug-cc-pCVDZ/f1s 17.6145 —125.7410  —133.5559
aug-cc-pCVTZ/fls 17.7125  —205.7948 —168.0630
aug-cc-pCVQZ/fLs 17.8547 —251.1041 —186.8063
aug-cc-pVDZ/fc 17.5722  —126.1295 —133.8929
aug-cc-pVTZ/fc 17.6211  —205.8312 —166.7967
aug-cc-pVQZ/fc 17.7642  —252.4419 —186.0801
d-aug-cc-pVDZ/fc 17.5039  —219.5536  —199.0577
d-aug-cc-pVTZ/fc 17.7081  —292.1507 —200.5406
d-aug-cc-pVQZ/fc 17.8415 —297.0078 —197.0683

ACf. Aq = 25.63 au (TDHF), 25.30 (SOPPA), from Ref. [38];
Aa = 17.56 au (Exp) from Ref. [18]).

To investigate the importance of core-correlation we analyzed, as for the quadrupole, the differences
between the results obtained with the aug-cc-pCVXZ/fls and those obtained with the aug-cc-pVXZ
bases keeping both the 1s and all core electrons frozen. Parallel to what was observed above for the
quadrupole moment, the differences between valence/fc and core-valence/f1s are in some cases almost
twice as large as those seen in the comparison involving only f1s calculations.

From the discussion so far, our best estimate for A« is 17.9510 au, as obtained by taking the d-aug-
cc-pV(Q+d)Z/fls value, 17.9051 au, and adding the difference between the aug-cc-pCVQZ/fls value
(17.8547 au) and the aug-cc-pVQZ/f1s value (17.8088 au) to account for core-correlation. This value
is far closer to experiment than the time dependent Hartree-Fock (TDHF) or second order polarization
propagator approximation (SOPPA) results obtained by Oddershede and Svendsen [38] for the same
wavelength, see Table 4. Although the static limit of the electric dipole polarizability of Cly has been
studied often [39—41], to our knowledge the frequency dependence has seldom been analyzed. It has
been very recently the indirect subject of studies of Raman scattering involving also two of the present
authors, see Refs. [42-44]. Basis set and electron correlation effects [42], including those of triple
excitations [43], and relativistic effects [44], have been analyzed and discussed for wavelengths other
than 632.8 nm, and of interest in the domain of Raman scattering spectroscopy. The current estimate
(non relativistic and not yet including the effect of molecular vibrations) is approx. 0.4 au higher (2.2%
off) than experiment, which records a A« = 17.56 au [18]. See below for a discussion of relativistic and
molecular vibration effects.
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4.2.2. The b contribution to the birefringence

The values of the temperature-independent term b, see Eqs (1) to (3), obtained at the CCSD level using
the hierarchies of basis sets specified in Section 3 are collected in Table 4. Both the results obtained in
BLH and IR formulations of the theory are given. The wavelength is again A = 632.8 nm.

b decreases moving from the double zeta to the triple and quadruple zeta sets. Looking in detail at
Table 4, we see a strong decrease in the value (more than 60% for IR, around 25% for the BLH) going
from the double zeta to the triple zeta sets in the case of the singly augmented sets. The rate of decrease
lowers to about 30% for IR and 1% for BLH in the case of the doubly augmented sets. Moving from
the triple to the quadruple zeta sets, a further decrease in observed (about 20% for IR and 10% for BLH)
for the singly augmented sets, whereas in the case of the doubly augmented sets the results appear to
be roughly at convergence (only 1-2% of difference going from the doubly augmented triple zeta to the
doubly augmented quadruple zeta sets). In this case, IR predicts a decrease of b, whereas BLH yields an
increase.

Once again, the trends described above are similar for “standard” and revised valence sets, as well as
for the core-valence sets. Larger values of b are obtained in the frozen core calculations.

Comparing the differences between the aug-cc-pCVXZ/f1s results and those yielded by the aug-cc-
pVXZ/fls or the aug-cc-pVXZ/fc we note that the behavior is here less systematic than in the case of
the quadrupole moment and of the polarizability anisotropy. It is thus difficult to draw conclusions in
this case on the superiority of either the “f1s” or the “fc” approximation when adopted in connection
to the use of valence basis sets. Nonetheless we employ the same procedure used above for the other
properties to account for core correlation on b, noting that the overall effect of the correction due to core
electrons is anyway very small, not exceeding 1% in the worst case.

Our best estimates are byg = —295.378 au and bppg = —198.670 au. They were obtained by taking
the d-aug-cc-pV(Q+d)Z/fls value, —297.679 au (IR) and —199.277 au (BLH), respectively, and adding
the difference between the aug-cc-pCVQZ/fls value (—251.104 au for IR and —186.807 au for BLH)
and the aug-cc-pVQZ/f1s value (—253.405 au for IR and —187.413 au for BLH) to account for core-
correlation. The difference between the two formulations is huge, ~ 100 au. Also, it is more than
evident that the value of b is far larger, in absolute, than that estimated in 1982 by Amos [19] using
an approximate Coupled Hartree-Fock method (—46.56 au) and employed by Graham and co-workers
in Ref. [17] to determine the quadrupole moment of Cl from their single-temperature measurement of
Buckingham birefringence. The consequences of this will be clear below.

4.3. Relativistic corrections on properties

To assess the importance of relativistic effects on our observables we carried out full four-component
Dirac-Hartree-Fock calculations, using the Dirac-Coulomb Hamiltonian, on the quadrupole moment,
the electric dipole polarizability and the hyperpolarizability terms entering the expression of b. The
results are shown in Table 5. We employed the fully uncontracted versions of the aug-cc-pVXZ (for
O.) and d-aug-cc-pVXZ (for all properties) basis sets (X = D,T,Q), and we are comparing here the
fully relativistic results with those obtained with the same basis sets at Hartree-Fock level. Relativistic
corrections computed at the SCF level cannot in principle be directly applied to the quantities computed
with correlated methods. They provide though an estimation of the errors due to relativity in the correlated
results. On the quadrupole moment of Cly we carried out also “semi”-relativistic calculations, where
a numerical differentiation of the energy containing the one-electron Darwin and Mass-Velocity first-
order correction terms was performed in presence of an external electric field gradient. This approach
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Table 5
Cls. Investigation of relativistic effect on the equilibrium molecular
properties. Atomic units. The properties were calculated at Hartree
— Fock and Dirac-Hartree-Fock level, using fully uncontracted basis
sets in both cases

Basis set HF DHF increase (%)
[CH

aug-cc-pCVDZ 2.69592 2.72492 1.08

aug-cc-pCVTZ 2.31792 2.34679 1.25

aug-cc-pCVQZ 2.30449 2.33321 1.25

d-aug-cc-pVDZ 2.55608 2.58480 1.12

d-aug-cc-pVTZ 2.25845 2.28766 1.29

d-aug-cc-pVQZ 2.27400 2.30303 1.28
Aa

d-aug-cc-pVDZ 18.9887 19.0659 0.41

d-aug-cc-pVTZ 18.9290 19.0010 0.38

d-aug-cc-pVQZ 18.9145 18.9861 0.38

beLE

d-aug-cc-pVDZ  —163.674 —168.821 3.14

d-aug-cc-pVTZ  —167.117 —171.778 2.79

d-aug-cc-pvVQZ  —181.891 —187.094 2.86
bir

d-aug-cc-pVDZ  —201.905 —206.012 2.03

d-aug-cc-pVTZ  —266.376 —270.282 1.47

d-aug-cc-pVQZ  —268.917 —272.847 1.46

represents an approximation which was already employed in previous cases [7-9,11], and which is
applied here directly to the electron correlated wavefunction model.

The effects of relativity on the quadrupole moment of Cls, estimated as ©.(DHF)— O.(HF), increase
O, by approximately 1.2-1.3%, quite independent of the quality of the basis set. The “semi”-relativistic
calculations at the CCSD/d-aug-cc-pCVTZ/f1s level yielded a quadrupole moment of 2.2994 au, which
should be compared with the corresponding non relativistic value of 2.26801 au. This corresponds to an
increase by ~ + 1.4%, not too different thus from the full four component DHF estimate. On the other
hand, at the CCSD(T)/d-aug-cc-pCVTZ/f1s level the result was ©, = 2.31711 au, versus 2.30342 au
(+ 0.6%), an after all remarkable reduction with respect to CCSD. We will take this percentage as
the estimate of relativistic correction on the best value for the equilibrium quadrupole moment of Cl;
determined in Section 4.1.

The relativistic effect on A« is, from Table 5, quite small (0.3-0.4%), as already discussed in full
detail in Ref. [44]. As far as the hyperpolarizability terms are concerned, the largest effect is on the
J' term, which is present in the expression for both bpry and bir. This causes in turn a larger (2-3%)
effect on bpy,g, than on big (1-2%), since in BLH the two dipole-dipole-quadrupole contributions B and
Bpru, see Eq. (3), tend to cancel each other as the frequency goes to zero. In Section 4.5 we will use
these estimates, in terms of percentage variation, to correct the equilibrium values.

4.4. Vibrational corrections on properties

As mentioned in Section 3, the study of the effect of molecular vibrations on the observables implied
the determination of an accurate electronic ground state potential curve for Cl. The curves obtained at
SCF, MP2, CCSD and CCSD(T) levels are shown in the Figure. The CCSD(T) potential curve is also
given explicitly in Table 1. The spectroscopic constants and term values are listed in Table 2, where they
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are compared with experiment and with those characterizing the complete active space SCF (CASSCF)
and multi-reference perturbation-theory (MR-PT) curves obtained quite recently for the X * E;’ of Cly by
Angeli and co-workers [45] employing a < 17s12p5d4 f |7s7Tp5d4 f > ANO basis set of 162 contracted
functions. The effect of triple excitations is quite substantial. The ground state potential computed at
CCSD(T)/f1s level yields term values for the lowest eight vibrational levels on the average between 1.6
and 1.8% off experiment. SCF overestimates these values by about 10%, whereas both MP2 and CCSD
are off, on the average, by 6 and 5%, respectively. The equilibrium distance obtained at CCSD(T) level
is about one hundredth of an atomic unit too short. Also, the effect of triples is especially evident for D,
CCSD(T) is in excellent agreement with Angeli and co-workers mixed Mgller-Plesset Epstein-Nesbet
multi-reference perturbation CI results [45].

The effect of molecular vibration and of quantized rotation on the anisotropy of the refractive index
induced by an electric field gradient was discussed by Buckingham and Pariseau in Ref. [46], see also
Refs. [9] and [13]. The quantization of molecular rotation reduces the alignment of the quadrupolar
molecule in the field gradient, thus influencing the inverse-temperature term, and it introduces an extra
contribution arising from centrifugal distortion. Moreover, both the temperature independent term b and
the properties entering the inverse-temperature term should be zero-point vibrationally averaged. If only
the ground vibrational state |vg) of the electronic ground state is populated, Eq. (1) can be rewritten as

NVE
An = 722 {<v0|b|vo) + (vo|®|vo) (vo|Act|v) F(T) + C(T)}, ()

2
15T
Above (vg|Plvg) indicates the average over |vg) of the electronic property P (for the electronic ground
state), a function of the nuclear displacement. The function F'(T') takes the expression [46]

8
F(T):170+E02+-~- ©

where o = h—CkOTEQ involves the rotational term By (¢( indicates here the speed of light in vacuum). The
centrifugal term C'(T') is essentially independent of 7', and its magnitude is roughly proportional to f;g‘
the ratio of the rotational term and the vibrational frequency wq [46].

By employing the results obtained at CCSD(T)/aug-cc-pV(5+d)Z/f1s level given in Table 2 we
determine a value of By = 1.114 x10~% au, which leads to an estimate of & = 1.288 x10~% and.
through Eq. (9), to F/(T') = 0.9987. Again from Table 2 we obtain for % a value of 4.30 x10~*. Thus
the reduction of the temperature dependent contribution in Eq. (1) due to quantized rotation is of the
order of a part per thousand, one order of magnitude smaller than computed for carbon monoxide in
Ref. [9], and far smaller than the 25% reduction obtained by Buckingham and Pariseau for molecular
hydrogen [46]. Centrifugal distortion is even less important.

The effect of zero-point vibrational average (ZPVA) on the electronic properties entering Eq. (1) can
be discussed with reference to Table 6. The equilibrium values are those obtained using the d-aug-cc-
pV(T+d)Z set at CCSD/fl1s level and at the wavelength of 632.8 nm. The averages are taken at OK and
at 273.15 K, the latter introducing the effect of the rotational fine structure of the ground electronic state
lowest vibrational level. Differences between ZPV averages taken at OK and at 273.15 K are negligible,
and will not be discussed any further. ZPVA decreases the equilibrium value of © by less than 0.2%,
whereas the anisotropy of the electric dipole polarizability increases by ~ 0.3%. The dipole-dipole-
quadrupole hyperpolarizability contributions, B, Bgr,u and Bir all increase slightly, less than 0.2%. The
largest effect is felt by the dipole-dipole-magnetic dipole response contribution .J/, which increases by
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Table 6
Cl,. Effect of molecular vibrations. Atomic units
Eq. value ZPVA(0 K) ZPVA(273.15 K) % Pure Vib. %

[C] 2.2858 2.2818 2.2819 —0.18
Qs 43.4606 43.5074 43.5085 0.11
fe 25.6757 25.6761 25.6763 0.00
Qe 31.6040 31.6199 31.6204 0.05
A« 17.7849 17.8313 17.8322 0.26
B —694.98 —696.11 —696.12 0.16 —8.09 1.33
Bir —497.98 —498.81 —498.81 0.17 —1.10 0.39
BeLu —686.62 —687.76 —687.77 0.17 —4.46 0.82
J' —7.04 —7.14 —7.14 1.49
bir —294.74 —296.52 —296.53 0.60 —6.98 297
bpLu  —203.85 —206.77 —206.79 143 —3.62 3.21

*Qave = 3 (2022 + Q22).

=~ 1.5%. Due to near cancellation between the B and Bgr,n contributions in Eq. (1), this non negligible
effect on J' transfers almost unaltered to bgrg. Combining the ZPV averages on the three contributions
to the T-independent part leads instead to a 0.60% increase on big.

Turning to the analysis of the contribution due to the excited vibrational states, generally identified as
pure-vibrational (PV) contribution [9,13,47,48]. General expressions for the vibrational dipole-dipole-
quadrupole and dipole-dipole-magnetic dipole hyperpolarizabilities entering the definition of b were
briefly introduced in Ref. [9] and given in detail in Ref. [13]. For non dipolar molecules with no
permanent magnetic dipole moment, non vanishing PV contributions exist only for the tensors b and .
Using the notations of Ref. [48] we can write

bgﬂ,@(wﬁwl-w’ﬂ = BZ‘A,ag(Wa;wal) = [“GQ”]a,ﬁ,yé (10;

where w, = —w; — ws and in the usual sum — over — state notation,
Fad g5 = 573 Z(a%qu P L. ) an
@890 = 9p2 g \WEmwi wptwy wptwrtws ’

Above P;J@ represents the matrix element, taken between vibrational states |v;) and |v;, of the o3 tensor
component of the electronic property P (P = «,q), whereas wy, indicates the vibrational excitation
energy of state |vx). The PV contributions computed here are such as to increase the absolute value of
B and B, with a percentage ranging from == 0.4% for Big to =~ 1.4% for B. The overall effect on b is
contained to roughly 3% for both semiclassical theories, see Table 6.

4.5. Comparison with an experimentally deduced quadrupole moment

An experimental estimate of the quadrupole moment, ©¢*P, of Cly has been reported by Graham et
al. [17] based on EFGB measurements at 300 K. A mean value for {© + 15bkT /2Aa} of (9.994+0.16) x
10740 Cm? — (2.23 4 0.04) au — was obtained. Using the hyperpolarizability correction term H4A™°s =
—0.079 x 10790 C3m*J 2 (— 46.56 au) computed by Amos [19], who employed an approximation to the
Coupled Hartree-Fock method, and a value of Aa®™ = 2.89 x 10~%0C?m? J=! (17.5 au) at 632.8 nm
as reported by Bridge and Buckingham [18], a value of ©* = (10.07 + 0.16) x 10*° Cm? - (2.24 +
0.04) au — was derived.

Such an estimate for the quadrupole moment can be revised on the basis of our calculated b and Aa.
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Let us first correct our best estimates for the electric dipole polarizability anisotropy and the b con-
tribution, obtained in Sections 4.2.1 and 4.2.2, respectively, for relativistic and molecular vibration
effects.

We add to the best estimate for A« in Section 4.1 (17.9510 au), a 0.38% to account for relativistic
effects (see Table 5, d-aug-cc-pVQZ basis) and a 0.26% to account for ZPVA (see Table 6). We obtain
a value of AaB¥ = 18.0659 au, approximately 2.9% higher than experiment [18]. We note in passing
that triple excitations are needed in order to improve agreement with experiment, see Ref. [43].

As far as byg is concerned, we add to the best estimates of Section 4.2.2 (bjg = —295.378 au) a 1.46%
to account for relativistic effect (Table 5, d-aug-cc-pVQZ basis), 0.60% to account for ZPVA and 2.97%
due to PV (see Table 6), to obtain a final value of b%E = —310.236 au. In BLH formulation, starting
from bgpg = —198.670 au, we add in sequence 2.86%, 1.43% and 3.21%, which yields a final estimate
of bBE; = —213.571 au.

The revised value of experiment, ©re5, can now be obtained from the equation

15T bBE

2 AaBE 12

’ Amos BE
o geen 4 15KT {b b

o | A AaBE] — (2.23+0.04) —

For T' = 300 K, this yields ©72> n = (2.35 + 0.04) au, and O, 51 = (2.31 £ 0.04) au, which both
correct substantially the original estimate by Graham and co-workers of (2.24 + 0.04) au, a 5.5% and
3.8% increase, respectively.

If we employ, for our revision, the experimental datum for the anisotropy of the electric dipole
polarizability, Aa®®P, we obtain alternative estimates of @igm = (2.36 £ 0.04) au and GZSBLH =
(2.32 + 0.04) au, which do not change substantially the overall picture.

Our best estimate of the electronic quadrupole moment of Cly prior to analysis of the relativistic and
molecular vibration correction was given in Section 4.1 as ©, =(2.317 +0.010) au. Adding to this value
2 0.6% to account for relativity and subtracting a 0.18% due to ZPVA (Table 6) yields a best estimate

OFF of (2.327 4+ 0.010) au, in excellent agreement with both O gand O720 L .

Acknowledgments

This work has been supported by the European Research and Training Network “Molecular Properties
and Molecular Materials” (MOLPROP), contract No. HPRN-CT-2000-00013. Some of the calculations
were carried out on the computers of the Department of Chemistry of the University of Pisa.

Notes in proofs

In the long period of time since this manuscript was accepted for publication a few important devel-
opments have been recorded in the literature of the subject. First of all the discrepancies between the
two theories of Buckingham birefringence mentioned in this paper (BLH vs. IR) have been resolved in
favour of the former. Two papers have appeared in the literature (R.E. Raab and O.L. de Lange, Mol.
Phys. 101 (2003), 3467 and O.L. de Lange and R.E. Raab, Mol. Phys. 102 (2004), 125) reconciling the
two formulations, and showing that the correct expression for the electric-field-gradient birefringence
is that of Ref. (26), due to Buckingham and Longuet-Higgins. As a consequence the discussion of IR
results in this paper becomes obsolete, and only the results obtained in BLH formulation should be taken
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into account55. Also, after the present manuscript was accepted, a paper, bearing several similarities
with our work, on the calculation of the quadrupole moment of Cly by Junquera and co-workers (J.M.
Junquera-Hernandez, J. Sanchez-Marin, V. Pérez-Mondéjar and A. Sanchez de Merds, Chem. Phys.
Lett. 378 (2003), 211) has appeared.
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The nonlinear polarization and two-photon absorption parameters have been determined for
dibromo- and di-iodobenzene in their meta- and ortho-conformations and with relativistic effects
accounted for to a varying degree. By exclusion of small component integrals in the calculations of
the first-order hyperpolarizability, results within 1% of fully relativistic four-component
Hartree-Fock values are obtained at a cost of 8.7 times the corresponding nonrelativistic
calculations. It is shown that the nonlinear absorption in bromobenzene (and even more so in
iodobenzene) is broad banded due to spin-orbit interactions among the excited states, and
nonrelativistic and scalar relativistic calculations are not to be used in this case. © 2006 American

Institute of Physics. [DOI: 10.1063/1.2204604]

I. INTRODUCTION

The design of molecular materials with large and spe-
cific nonlinear optical responses has attracted a wide-spread
experimental as well as theoretical interest, see for instance
the book edited by Papadopoulos et al." for a recent account.
Among the first principles approaches in quantum chemistry
a formulation of time-dependent perturbation theory known
as response theory has proven to be a most successful plat-
form for the design of efficient computational schemes, and
the work of Olsen and J(z)rgensen2 from 1985 is considered
by many to be a starting point in this development. A more
modern formulation of response theory that incorporates
variational and nonvariational electronic structure methods
on the same footing is provided by Christiansen et al.’ and
recently the theory has also been extended by Norman et al’
to include near-resonant and resonant regions of the spectra.

The general response theory is formulated in such a way
that explicit formulas for the response functions that collect
orders in the responses to the perturbing fields can be de-
rived. As far as nonlinear response functions are concerned
there exist today implementations for virtually all standard
nonrelativistic electronic structure methods,”™'* and these are
typically also supplemented with the possibility to incorpo-
rate scalar relativistic effects by use of the second-order,
spin-free, Douglas-Kroll-Hess transformation' ™' or relativ-
istic effective-core polemials.ls Full account for relativistic
effects, on the other hand, requires a four-component ap-
proach, and the development of analytic nonlinear response
functions corresponding to the nonrelativistic ones given
above is yet largely unexplored; apart from the quadratic
response function that has been presented in the four-
component Hartree-Fock approximation. 1617

The use of fully relativistic response functions in real
applications is undisputed and from the technological side it

“Electronic mail: panor@ifm.liu.se
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is largely driven by the design of organometallic molecular
compounds with specific nonlinear optical properties, see for
instance the review on optical power limiting by Norman and
Agren.18 There are a few factors, however, that slow down
both the development and the application of response func-
tions at the fully relativistic level of theory, among which the
most noteworthy are as follows: (i) the coupling of spin and
orbital degrees of freedoms enforces use of double groups in
the classification of the one-electron wave functions, (ii) the
inclusion of magnetic interactions in the zeroth-order Hamil-
tonian implies use of complex wave functions, and (iii) the
inclusion of small components in the spinors inflicts the use
of large basis sets in the calculations. One way to address the
third issue is to use a two-component formalism such as the
zeroth-order regular approximation.lg'20 In the present work
we will compare this approach with the integral approxima-
tions made during the calculation of the four-component
wave function and its responses.

It is well known that the small component electron den-
sity is strongly localized to the regions of nuclei and that it
has only minor effects on the valence electron density. On
the other hand, it is also well known that third-order proper-
ties such as the electric dipole hyperpolarizability and the
closely related two-photon absorption transition matrix ele-
ment are very sensitive to the diffuse tail in the molecular
electron density and therefore suffer a strong dependence on
basically all wave function parameters in practical calcula-
tions. It is the purpose of the present work to investigate to
what extent the quality of hyperpolarizability and two-
photon absorption calculations at the four-component level
of theory can be maintained as integral and spinor approxi-
mations are introduced. The investigation is carried out at the
electron uncorrelated Hartree-Fock level, but we expect that
the conclusions drawn here with respect to small component
integrals and positronic polarizations are generally valid for
the two molecular properties under study. This work will
serve as benchmark for future calculations of two-photon

© 2006 American Institute of Physics
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induced optical properties in applications where valence
electron spin-orbit interactions need to be included. Of im-
mediate concern for us will be the molecular property param-
eters in the Jablonski diagram that govern optical power lim-
iting in organometallic chromophores,]8 and the mere size of
the systems of interest is such that the approximations and
reduced computational costs considered in the present work
do become important.

We will base our study on disubstituted bromo- and io-
dobenzene in the meta- and ortho-conformations, and will
thus be concerned with internal heavy atom effects on con-
jugated r-electron systems.

Il. METHODOLOGY

The present work is concerned with the calculation of
first-order electric dipole hyperpolarizability B,g, as well as
transition matrix element S{;Ef and cross section 8°~" for
two-photon absorption at the four-component Hartree-Fock
level of theory, and to investigate their sensitivity towards
various approximations. We will compare this sensitivity
against that found for first- and second-order properties, in
this case electric dipole moment w,, electric dipole polariz-
ability a,p, and transition matrix elements M?f’ and oscil-
lator strengths f°~/ for one-photon absorptions. The indi-
vidual transition matrix elements for one- and two-photon
absorptions will not be tabulated so the comparison is, in this
case, made for the cross sections. The connections between
the ground state molecular properties and the linear,
(frai fop))r and monlinear, (i fig i)y TESPONSE
functions are as follows:

Ha=(012240), (1
aaﬁ(_ w;w) =~ <</2a§/7«ﬁ>>m
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where w, is the transition frequency of excited state |n), and
i, is the electric dipole operator along the molecular axis a.
For convenience we have also included the expressions for
the response functions in the spectral representation, but it is
clear that, when orbital variations are included in the wave
function model, the explicit sum-over-states expressions will
turn into nondiagonal matrix equations instead, see Ref. 2 for
general details and Refs. 16, 17, and 21 for explicit details in
the four-component Hartree-Fock approximation.

For the one- and two-photon absorption matrix elements
we have

M = (0|11 @)
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and we see that these absorption matrix elements are directly
connected to the first-order residues of the linear [ Eq. (2)]
and first-order nonlinear [Eq. (3)] response functions, respec-
tively. The reader may consult Ref. 17 for the corresponding
and explicit matrix formula for two-photon absorption in the
four-component Hartree-Fock approximation.

Il. COMPUTATIONAL DETAILS

All calculations in the present work were performed for
molecular structures that were optimized with the Kohn-
Sham density functional theory method using the hybrid
B3LYP exchange correlation functi()nal;22 for H, C, and Br
the 6-31G" basis set was used>* and for iodine the Stut-
tgart effective-core potential (ECP) was used.” Structure op-
timizations were performed in the C,, point group with the
GAUSSIAN program.26 The molecules are placed, with the z
axis as principle axis, in the yz plane with the heavy atoms
along the negative z direction.

The all-electron property calculations were performed
with a locally modified version of the DIRAC program27 that
includes a two-photon absorption module,'” and those where
an ECP was used for Br or I were performed with the DAL-
TON program.28 The property calculations were performed at
the uncorrelated Hartree-Fock level of theory with fully un-
contracted basis sets that are based on the exponents from
Sadlej’s polarization basis set”? with further addition of po-
larization and diffuse functions. The basis sets were aug-
mented using the formula

J
§N+j:|: o :| v Je []!Naug]x (6)
In-

where N, is the number of augmentation functions added,
and {y and {y_; refer to the two most diffuse exponents in
the original basis sets. The only exception to this rule is the
f shell of the iodine basis set, which was not augmented. To
the basis set of bromine we added four f functions based on
the four most diffuse p exponents in the original basis set.
The sizes of the singly augmented large component basis sets
used in the property calculations were [7s5p], [11s7p5d],
[16513p10d4f], and [20s16p13d4f] for H, C, Br, and 1, re-
spectively, and the small component basis functions were
generated from those of the large component with the use of
the restricted kinetic-balance condition.

For the calculations based on the zeroth-order regular
approximation (ZORA) we employed the unscaled four-
component ZORA as implemented in the DIRAC program.m
This formulation is equivalent to the two-component ZORA
described in Refs. 19 and 20, but since it is implemented in
a four-component framework we will not compare the com-
putational cost in this case.
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TABLE 1. Optical properties for disubstituted halobenzenes at the nonrela-
tivistic Hartree-Fock level of theory. All quantities are given in atomic units.

Basisset @y @, @ Bu By B

meta-dibromobenzene

SAD 0.7549 69.80 1504 1157 357 -4795 27.16
aug-SAD 0.7551 69.80 1504 1157 263 -48.30 25.96
daug-SAD 0.7550 69.80 1504 1157 258 -4848 2597
aug-p-SAD 0.7482 69.78 150.5 1158 3.57 -4897 2785
daug-p-SAD 0.7480 69.79 150.5 1158 3.86 -49.05  28.04

meta-di-iodobenzene
SAD 0.7537 9121 196.1 1405 5675 1272 1394
aug-SAD 0.7537 9123 196.1 1405 56.17  12.08 140.0
daug-SAD 0.7536  91.23 196.1 140.5 56.14  12.09 140.2

IV. RESULTS

It is our intention in the present work to discuss the
evaluation of quadratic response functions at the four-
component Hartree-Fock level of theory, and we use disub-
stituted halobenzenes to exemplify some approximations that
can be made in order to reduce the computational cost. This
study will be concerned with the valence electron polariza-
tion and absorption as induced by an electric field in the
electric dipole approximation. We will label four-component
calculations as models Al-A4 and nonrelativistic calcula-
tions as models B1 and B2. The A1 model includes all large
and small component integrals as well as full polarization of
the electronic states due to the positronic states; the A2
model neglects interactions between small component densi-
ties, i.e., it ignores (SS|SS) integrals; the A3 model, in addi-
tion to the approximations made in A2, ignores the redress-
ing of the electronic states, i.e., ignores (e-p) rotations in the
propagator; the A4 model includes only scalar relativistic
effects. The Z model is the unscaled four-component ZORA
approach, including both scalar and nonscalar relativistic ef-
fects. The B1 model refers to regular all-electron nonrelativ-

J. Chem. Phys. 124, 214311 (2006)

istic Hartree-Fock calculations; the B2 model includes the
use of the effective-core potential Hamiltonian.

A. Basis set considerations

The basis set requirement for the large components of
the spinors in a four-component calculation parallels that of
the corresponding nonrelativistic calculation. In the evalua-
tion of the first-order hyperpolarizability tensor and the two-
photon absorption matrix elements we thus need to include
polarization as well as diffuse functions in the one-particle
basis set. In Table I we report a basis set investigation for the
first-second-, and third-order electric dipole properties at the
nonrelativistic Hartree-Fock level of theory. Our uncon-
tracted basis set (SAD) is based on the exponents from Sa-
dlej’s polarization basis set which is optimized with respect
to calculations of the molecular polarizability. Among the
elements of interest, the original SAD basis set lacks polar-
ization functions only for bromine (polarization of the 3d
shell), so for other elements we will only add diffuse func-
tions to the basis set. From Table I it is clear that the values
of the linear polarizabilities are stable towards the addition of
polarization and diffuse basis functions, but the first-order
hyperpolarizability results are not. We conclude that the po-
larization functions on bromine are important and that, in
terms of diffuse functions, single augmentation is adequate.
Subsequent results reported in this work will be based on
those basis sets.

B. Polarizabilities

The molecular in-plane components dominate the linear
polarizability tensor due to the mobility of the 7 electrons in
the yz plane, see Tables II and III. The out-of-plane compo-
nent «,, differs by 1%-2% for the meta- and ortho-
conformations of bromo- and iodobenzene. The in-plane
components (a,, and a,,), on the other hand, differ substan-
tially due to the anisotropy induced by the electron rich at-

TABLE II. Optical properties for disubstituted bromobenzene at the Hartree-Fock level of theory. Different
models are considered for the inclusion of relativistic effects. All quantities are given in atomic units.

Model b a, ay, a, B Bay B
meta-dibromobenzene
Al 0.7218 69.81 150.8 1159 4.55 —-45.49 31.65
A2 0.7218 69.81 150.8 1159 4.55 —45.50 31.64
A3 0.7218 69.81 150.8 1159 4.54 —-45.54 31.61
A4 0.7241 69.79 150.7 1159 4.25 —-45.48 30.88
A 0.7223 69.81 150.8 1159 4.54 —45.60 31.57
Bl 0.7482 69.78 150.5 115.8 357 -48.97 27.85
B2 0.7291 69.90 150.8 116.0 4.91 —47.30 31.27
ortho-dibromobenzene
Al 1.0709 69.13 121.5 138.9 8.34 —6.65 —-29.73
A2 1.0709 69.13 1215 138.9 8.30 —6.61 -29.79
A3 1.0709 69.13 121.5 1389 8.30 -6.61 -29.79
A4 1.0748 69.11 121.5 138.8 7.88 —6.94 -30.38
Z 1.0716 69.13 121.5 1389 8.28 -6.75 —-29.86
Bl 1.1147 69.10 121.4 138.8 6.72 -9.99 -35.62
B2 1.0826 69.21 121.6 1389 8.45 -1.56 -31.41
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TABLE III. Optical properties for disubstituted iodobenzene at the Hartree-Fock level of theory. Different
models are considered for the inclusion of relativistic effects. All quantities are given in atomic units.

Model s a,, a,,

meta-di-iodobenzene

Al 0.6793 90.91 1972
A2 0.6793 90.91 1972
A3 0.6793 90.91 1972
A4 0.6963 90.73 196.3
Z 0.6800 90.92 1972
Bl 0.7537 91.23 196.1
B2 0.7074 91.14 196.5

ortho-di
Al 0.9519 88.93 1543
A2 0.9519 88.93 1543
A3 0.9519 88.93 154.3
A4 0.9804 88.77 153.8
z 0.9531 88.94 154.3
Bl 1.0740 89.19 1543
B2 0.9973 89.13 1542

a B Buyy Bz
140.5 61.30 31.14 157.2
140.5 61.26 31.21 1572
140.5 61.26 31.21 157.2
140.2 58.41 29.21 149.9
140.5 61.26 30.86 157.1
140.5 56.17 12.08 140.0
140.5 59.36 22.27 150.5

-iodobenzene
170.4 86.23 72.81 1513
170.4 86.26 72.80 151.2
170.4 86.26 72.80 1512
169.9 82.07 69.15 1432
170.4 86.24 72.52 150.9
170.2 78.37 53.66 1234
170.1 82.94 65.23 139.0

oms; for the ortho-conformations, with the heavy atoms
closer to the principle axis, the a,, component is the domi-
nating tensor element whereas the a,, component dominates
for the meta-conformations when the heavy atoms are more
separated. The average in-plane polarizabilities ay=(a,,
+a,.)/2 are only 2%-4% larger for the meta-compounds.

Effects of relativity on the static polarizabilities are vir-
tually absent for bromo- as well as iodobenzene. Since the
polarizability is closely related to the oscillator strength dis-
tribution according to

2
000233 Lot = 220l o, @
n>0 Wy 3

there is a reason to believe that the linear absorption spectra
of the compounds in the present study are equally unaffected
by relativity. The oscillator strengths for the lowest valence
excited states of bromo- and iodobenzene are presented in
Tables IV and V. The states that contribute most significantly
to the polarizabilities are relatively high in energy and not
resolved in the relativistic calculation due to the large num-
ber of low-lying triplet states. However, we note that for
iodobenzene there are several triplet states in the molecular
“band gap” region that acquire significant oscillator
strengths. By molecular band gap region we refer to energies
smaller than the lowest spin- and dipole-allowed transition
energies. However, it is clear that this is a case of j-j cou-
pling, and a nonrelativistic notation of states becomes less
meaningful, and, throughout, we therefore choose to label
the three components of given triplet states according to the
boson irreducible representation spanned by the respective
four-component wave functions [e.g., the three components
of a *A, state span irreducible representations (irreps) B), B,
and A,]. The triplet states in the band gap of ortho-di-
iodobenzene with largest oscillator strengths are the A, state
at 4.34 eV (f=0.51X1072) and the B, state at 4.58 eV (f
=0.65 %X 1072), which correspond to contributions of 0.60 and
0.69 a.u. to a_. and a,,, respectively. In Table V we have

chosen to include only states with significant two-photon ab-
sorption cross section, and neither of these two states are
therefore reported in the table. We note, however, that these
single contributions to the respective tensor components ex-
ceed the overall relativistic effects which amount to 0.2 and

TABLE 1V. Excitation energies AE (eV), linear oscillator strengths f, and
two-photon absorption cross sections Srps (a.u.) for ortho-dibromobenzene
using the nonrelativistic B1 method and the four-component relativistic A2
method.

B1 A2
State  AE f Srpa State  AE f Srpa
A, 455 0 0 1B, 455 0.0000 0.0004
1B, 455  0.0000 0.0000
14, 455 0 0.0022
°B, 457 0 0 1A, 457  0.0000 0.0001
2B, 457  0.0000 0.0003
24, 457 0 0.0001
3A1 493 0 0 3B, 493  0.0000 0.0001
2B, 493  0.0000 0.0002
34, 493 0 0.0001
331 515 0 0 24,  5.10  0.0001 0.0611
3B, 5.1 0.0000 0.0678
4A, 510 O 0.0032
A, 561 0 0 3A, 555 0.0000 0.2331
4B, 5.53  0.0000 0.0510
4B, 555 0.0001 0.0103
A, 5.64  0.0001  30.12 4A;  5.64 0.0003 29.82
'B, 5.66  0.0218 2.700 5B, 566 0.0214 2.763
°B, 581 0 0 5B, 572 0.0001 5.676
5A, 579  0.0000 0.1969
5A, 583 0.0000 0.0007
'B, 5.88  0.0000 11.70 6B, 590  0.0001 7.231
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TABLE V. Excitation energies AE (eV), linear oscillator strengths f, and two-photon absorption cross sections
Srpa (a.u.) for ortho-diiodobenzene using the nonrelativistic B1 method and the four-component relativistic A2
method. States with Srps <<0.1 a.u. are left out in the presentation.

Nonrelativistic (B1 method)

Relativistic (A2 method)

State AE f Srpa State AE f Srpa
1A, 3.68 0.0000 0.2162
1B, 3.77 0.0000 0.3138
1B, 3.82 0.0000 0.3795
24, 3.92 0.0001 0.5631
2B, 4.02 0.0000 0.5888
24, 4.03 0 0.2078
34, 4.24 0 0.2020
4B, 4.45 0.0000 2.586
4A, 4.50 0 0.6356
4A, 4.53 0.0000 0.2947
5B, 4.57 0.0000 0.1060
'B, 4.68 0.0005 5.304 6B, 4.65 0.0000 3.001
'A, 5.00 0 5.234 6A, 4.77 0 2.835
'B, 5.09 0.0062 1.772 5B, 4.86 0.0016 1.089
54, 4.89 0.0000 3.471
8B, 5.30 0.0000 0.4545
84, 531 0 0.2294
7B, 5.52 0.0003 0.3875
'B, 5.59 0.0533 2.726 8B, 5.60 0.0505 2.963
A 5.59 0.0000 10.23 6A, 5.62 0.0004 37.46
'A, 5.61 0.0013 44.38 TA, 5.71 0.0010 14.90

0.0 a.u. for @, and a,, respectively. From the results in
Table III it is also clear that there does not exist a cancella-
tion of scalar relativistic and spin-orbit effects for the polar-
izability, and given the spin-forbidden absorption reported
above, the reason for the lack of relativistic effects on the
polarizability of iodobenzene is less than clear. The ZORA
approximation gives polarizabilities in almost exact agree-
ment with the full four-component results, both for the
bromo- and iodobenzenes.

With respect to the linear polarizability we also note that
calculations performed with the effective-core potential
Hamiltonian are in excellent agreement with the correspond-
ing all-electron results. This shows that the core polarization
is negligible in the present case.

C. Hyperpolarizabilities

While relativistic effects on the polarizabilities of the
halobenzenes are negligible this is not the case for the hy-
perpolarizabilities. Due to symmetry, the only unique and
nonzero tensor elements are B, (a €{x,y,z}) and the ori-
entational averaged hyperpolarizability is defined as

B= 2Bt By ). ®

It is reasonable that the first-order hyperpolarizability de-
creases from the ortho- to the meta-conformation in order to
finally vanish in the para-conformation. The values of ,E for
ortho- and meta-bromobenzene are —16.82 and —5.57 a.u.,
respectively, and those for ortho- and meta-iodobenzene are
186.2 and 149.8 a.u., respectively. On a wave function level
this decrease is associated with a reduced ground-to-excited

state transition moment along the z axis. In this sense,
the most important transitions among the lower valence
states are the |nA;) states at 6.99 eV (f=0.848), 6.99 eV
(f=0.442), 6.80 eV (f=0.838), and 6.85 eV (f=0.279) for
0-C¢HyBry, m-CgH,Br,, 0-C¢Hyly, and m-CgHyl,, respec-
tively. These results are obtained at the nonrelativistic level
of theory and the states fall outside the energy region that is
reported in Tables IV and V.

One reason for us to choose these systems is an interest
to see how relativistic effects differ between meta- and
ortho-conformations. In the latter conformation we would
expect two-center relativistic effects to be larger due to spa-
tial closeness of the two heavy atoms.

For m-bromobenzene the relativistic effects on the 3.,
Biyys and B, components are 14%, 7%, and 27%, respec-
tively, and for o-bromobenzene the corresponding values are
17%, 33%, and 24%, respectively. The triplet states in the
band gap of o-bromobenzene with largest oscillator strengths
are the A, state at 5.10 eV (f=0.11X107%) and the B, state
at 5.55eV (f=0.10x 1073). These values of oscillator
strengths are some 50 times smaller compared to the most
intensive spin-forbidden transitions in o-iodobenzene that
were discussed above, and spin-orbit coupling is therefore
not likely to be main responsible for the large relativistic
effects on the hyperpolarizabilities of the bromobenzenes. In
Table IIT we also include results obtained with model A4
which is based on the spin-free Hamiltonian and which
therefore include only scalar relativistic effects. For the hy-
perpolarizability of the bromobenzenes, the discrepancies in
the scalar relativistic model as compared to the fully relativ-
istic model Al amount to no more than 2.5% for the domi-
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nant tensor elements. Accuracies within 1% are obtained
only by inclusion of spin-orbit coupling (models A2, A3, and
Z).

For m-iodobenzene the relativistic effects on the S,
B.yy» and B, components are 12%, 258%, and 9%, respec-
ti\}ély, and for o-iodobenzene the corresponding values are
23%, 36%, and 10%, respectively. So, apart from f., of
m-iodobenzene the relativistic effects are of similar magni-
tude for iodobenzenes as for bromobenzenes. However, the
nature of the effects are different as can be understood from
the more intensive spin-forbidden transitions. The scalar
relativistic model (model A4) is in error by 5%-7% when
compared to the fully relativistic values. Addition of spin-
orbit coupling brings the accuracy well within 1% regardless
of whether or not we include small component integrals or
positronic polarization of the electron states (models A2 and
A3, respectively). Also the approximate ZORA method gives
results well within 1% of the Al values, supporting the con-
clusion that, for the hyperpolarizabilities of the molecules
under study, the scalar and nonscalar relativistic effects are
of comparable importance.

On the calculation of hyperpolarizablities of haloben-
zenes, we finally note that the effective-core potential results
(model B2) are in all cases superior to the nonrelativistic
counterparts. Such a consistent performance for a sensitive
high-order molecular property such as the hyperpolarizabil-
ity is noteworthy and has been recognized before.’! In these
calculations there are no explicit internal magnetic interac-
tions incorporated, but the ECPs are parameterized against
accurate relativistic atomic densities.

D. Two-photon absorption

We have demonstrated above that the ground state non-
linear polarization can be determined accurately with neglect
made of small component integrals and electron-positron or-
bital rotations. With bromine as the heavy atom one can even
reduce the relativistic treatment to only include scalar rela-
tivistic effects and still maintain high accuracy in the calcu-
lation. For two-photon absorption it was demonstrated by
Henriksson e al."” that a scalar relativistic treatment is inap-
propriate for the calculation of the spectra of the noble gases,
and in the present work we extend this investigation to in-
clude 7r-conjugated systems for which the interest lies also in
technological applications. The two-photon cross section for
the absorption of linearly or circularly polarized light by a
randomly oriented sample is given by’

s 3t ol

ap 2

[t st} o

where F, G, and H are factors that depend on the polarization
of the incident light and the two-photon matrix elements S
are those defined in Eq. (5). We will restrict our report to
include only absorption for circularly polarized light in
which case F=—-1 and G=H=3/2.
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In Table IV we present the two-photon absorption cross
sections for the o-dibromobenzenes. We note a spin-allowed
two-photon transition to a state of A; symmetry at 5.64 eV
with a nonrelativistic cross section of 30.12 a.u. The corre-
sponding relativistic calculation with the A2 model gives an
energy of 5.64 eV but a cross section of 29.82 a.u. However,
we stress that the relativistic effect on the integrated cross
sections is even less because in the relativistic calculation
there are also A; states at energies 5.10 and 5.55 eV that
acquire cross sections of 0.06 and 0.23 a.u. The integrated
cross section in the relativistic case is therefore 30.11 a.u.,
which is virtually identical to that obtained in the nonrelativ-
istic case.

An even more striking example of this smearing out of
the two-photon absorption intensity is given among the B,
states in o-dibromobenzene. The two states at energies 5.71
and 5.90 eV in the relativistic calculation interact strongly
due to spin-orbit interaction (the corresponding nonrelativis-
tic singlet state is at 5.88 eV) and the intensity is almost
spread equal on the two states. In this case there is a relativ-
istic enhancement of the integrated cross section which
amounts to 5.68 and 7.23 a.u. for the two individual states to
be compared with the singlet absorption cross section in the
nonrelativistic case of 11.70 a.u.

In Table V the two-photon absorption cross sections for
the o-di-iodobenzenes are presented. At the nonrelativistic
level of theory the two singlet states, lowest in energy and of
A, symmetry, are positioned at 5.59 and 5.61 eV and then
there is a gap of 1.2 eV to the third singlet state in this
symmetry. The integrated cross section of these two singlet
states amounts to 54.6 a.u. In the relativistic calculation there
are seven states of A; symmetry in the energy interval
3.68-5.71 eV but only a gap of 0.3 eV to the eighth state in
this symmetry, so a division is not as clear as in the nonrel-
ativistic case. Nevertheless, if we sum up the cross sections
for the first seven states of A; symmetry we obtain an inte-
grated cross section of 57.0 a.u., which again demonstrates
that the integrated cross sections may be fairly reasonable in
a nonrelativistic treatment but that the absorption is far too
narrow banded as compared to a correct relativistic treat-
ment.

In contrast to linear absorption spectroscopy, two-photon
absorption spectroscopy is dependent on the polarization of
the electric field, which thus provides a further possibility to
characterize the two-photon active excited states. For irre-
ducible representations By, B,, and A, in the C,, point group,
only the off-diagonal elements of the two-photon absorption
amplitude tensor S,z [Eq. (5)] are nonzero. This will inflict
that the ratio of the two-photon absorption cross section for
circularly and linearly polarized light is equal to 1.5 for all
states in these symmetries (the absorption for circularly po-
larized light is stronger). On the other hand the correspond-
ing ratio R for absorption to states of A; symmetry is not
constant, and while R=1.28 for the two A; states of
o-di-iodobenzenes at 5.62 and 5.71 eV we find that R=1.43
for the state at 4.89 eV. This polarization dependence should
make it possible to identify the triplet states for which we
predict a strong spin-forbidden two-photon absorption.
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TABLE VI. Wall times for the evaluation of the quadratic response function
at the four-component Hatree-Fock (4C-HF) level relative to the wall time
of the corresponding nonrelativistic Hartree-Fock (HF) calculation.

Wave function parameterization

Model (LL|LL)  (LL|SS)  (SS|SS)  (e-p)  Wall time
4C-HF Al X X X X 259
A2 x X X 8.7
A3 X X 8.7
HF Bl X 1

V. SUMMARY AND DISCUSSION

The perhaps single-most important disadvantage of four-
component methods in quantum chemistry is the high com-
putational cost due to the description of the small component
in the spinors. Other issues, such as the inclusion of mag-
netic fields and magnetic field interactions, are, on the other
hand, much simpler in a fully relativistic framework. In this
paper we are concerned with the evaluation of the quadratic
response function at the four-component Hartree-Fock level
of theory, and we have demonstrated that, with neglect of
small component (SS|SS) integrals, results for the hyperpo-
larizabilities of halobenzenes are accurate to within 1%.
From Table VI we note that the overall wall time, as mea-
sured in units of the wall time for the corresponding nonrel-
ativistic Hartree-Fock calculation, is reduced from 25.9 with
inclusion of (SS|SS) integrals to 8.7 when they are left out.
We expect these observations to be generally valid for the
calculation of hyperpolarizabilities of organic based heavy
atom compounds, and we thus recommend the use of this
approximation on more general terms.

We have demonstrated that for calculations of nonlinear
electric properties in the dipole approximation the electron-
positron orbital rotations can be left out in the calculation of
the propagator, but this amounts only to memory savings.
The results calculated using the zeroth-order regular approxi-
mation are highly accurate (within 1% of fully relativistic
results), and since, in a two-component implementation, the
method is expected to have a computational scaling in be-
tween a nonrelativistic treatment and a relativistic treatment
without (SS\SS) integrals, it is a cost effective yet accurate
approach to treat nonscalar relativistic effects for the systems
and properties studied here.

‘We have also shown that the scalar relativistic correc-
tions are accurate to within 2.5% for the calculations of the
hyperpolarizabilities of bromobenzenes, but that discrepan-
cies of 5%—7% are obtained when spin-orbit interactions are
left out in iodobenzenes. From the quadratic response func-
tion we can determine two-photon absorption matrix ele-
ments (and thereby also cross sections). For the bromine
compounds, and even more so for the iodine compounds,
nonrelativistic as well as scalar relativistic calculations of the
two-photon absorption spectra are qualitatively incorrect.
The integrated two-photon absorption cross sections may be
comparable to the fully relativistic ones, but spin-orbit inter-
actions cause the absorption to be broad banded, i.e., the
absorption intensity is most effectively spread out over elec-
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tronically excited states of nonrelativistic triplet spin symme-
try in a broad energy range. In any application that involve
coherent two-photon absorption this will be important, and
nonscalar relativistic effects should be considered for com-
pounds that include third (and lower) row elements. We note
that this result is particular to the nonlinear absorption pro-
cess and is not significant in the linear absorption spectra.

The current work also presents results obtained with the
effective-core  Hamiltonian without explicit inclusion of
magnetic interactions. It is shown that even a sensitive prop-
erty such as the hyperpolarizability is quite well described by
this method, and considering the simplifications made, the
agreement with all-electron four-component results is note-
worthy. For this reason, we will pursue a development of
effective-core potentials in the four-component approach in
order to fully account for the valence spin-orbit effects at a
computational cost that enables applications to organometal-
lic systems of technological interest.
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Appendix A

Implementation details of
the four-component static
exchange approximation

The implementation details of Paper leave out the final, tedious, steps of the
implementation. These steps are detailed here for reference. The real symmetric,
transformed STEX Hamiltonian can be calculated straightforwardly from Eqgs. (4)
and (15)-(18) in Paper and the transformed Hamiltonian is then

At AT ATE AT

abps T b C by aiby

A = Aai,bj Aai,bj ai,bj ai,bj (A 1)
AbL AR A A '
aib by T aibi " aib)
A&i,bj At’u’,bj a@i,bj @i,bj
where

A:inj = Re (Am"bj + Aai,l_ﬁ) (A.Q)
Ayv; = Re (*Aai,Bi + Aaibg) (A.3)
A:i;)j = Im <—Aai,bj + Aai,Ej) (A.4)
A;iﬁ)j = Im (An,q;_ybj + Aai,Bj) (A.5)
:ij%j = Re (Aai,Bj Aai,bj) (A6)
:i})j = Im (_Aai,bj Amﬁ b]) (A7)
c:i:%j = Im (Aai,gj - Aai,bi) (Ag)
;i})j = Re (Aai,l;j + Aai,b;) (Ag)
(A.10)
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approximation
;‘})j = Im (Aaz b; T Aai,Bj) (A.11)
;fz‘)j = Re (Auip; — Aais;) (A12)
Asg = Re(Agyy+Asip) (A.13)
;i-,%j = Im (Aai,bf Aa%,ég) (A.14)
(;;)j = Im (7A¢ﬁ bj + Aaf,b]) (A15)
AT = Re(=Aup — Adigg) (A.16)
(;iﬁ)j = Im (Aa;ﬁ; + Aa;,b;) (A17)
A(;i;}j = Re (_Atﬁ,l_ﬁ + Alﬂ,bj) ) (A18)

and

Aarps =015Fap — 06aBF;+ Larps, (A.19)

where the two-electron part has been denoted L5 ps (compare Eq. (4) of Paper
IV)). The four different hole transition density matrices for each pair of hole orbitals

leads to four time-reversal symmetric blocks

(A.20)

1
= (LaiBj — Lai pj)(A.21)

1
~(Lai 5 — LaipiIA.22)

1
Ay, = 5 [Aai,Bj + Aai ;| = 617Fap — 0apReF;;
1
+5 (Laisj + L7 p7)
2 1 .
Adip; = 5 [Aais; = Axip;] = i0apmFy; + 5
3 1
Ahip; = 3 [A4ipj — Aaipj| = —0aBReF; + 3
1 . 1
Ajléli,Bj = 3 [Aaipj + Aaip;| =i0apImF;; + 5(»’3,41',135 + L 47.55){A.23)

and by denoting the different block of these matrices by their quaternion label (as

used in the DIRAC program),

'Asp = Redy
"Asp = ImAg,
jAAB = ReAaE

kAAB = ImAag,
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We finally arrive at

++
Aai,bj

AT

ai,bj
Aai,bj
—+
ai,bj
e
ai,bj
-
ai,bj
-t
ai,bj
ai,bj
o
ai,bj
+_
Am’,Bj
ai,bj
—+
ai,bj
+_
ai,bj
++
ai,bj
—+
Aai,bj

A

ai,bj

+AL +1AZ HAS AT
—A}, AT +FAY +RAY
+U 147 AT A,
+AL AL +FAY R AL
+AL AT —1AY 1A
—MAy AT AL A
+A; +hAY AL A
+AL HAL +1AY +1AY
Ul A2 AT A
+A AL —RAG A
+U 1A A A
—AL +1AT —FAR AL
—MAL HRAL AL A
—Aj; AL AT A
+Aj; hAY AL A
—IAL 1AL 1A +1A]

(K

where the left hand side of each equation is a matrix block of the real STEX
Hamiltonian, and the right hand side are the quantities that are computed by the

integral code of DIRAC.



230 Implementation details of the four-component static exchange
approximation




Appendix B

Numerical calculation of
vibrational wave functions

During our work on the floppy vibrations of the core excited CHs and CD3 radicals

(Papers [[T] and we decided to write a program, NGRID, for the numerical

solution of the time independent Schodinger equation on a regular grid. More

specifically we want to find the lowest eigenstates of Hamiltonians of the form

N o 2
K3

V(G1,42,...,4n). B.1
- sz+ (qlaQZ7 7qN) ( )

For a small number of dimensions, IV, and smooth potentials, V', this problem can
be efficiently solved by representing the potential and the wave functions on a reg-
ular N dimensional grid. The eigenstates are found by using an iterative scheme
implemented in the ARPACKYY numerical package, where we only need to be able
to calculate the action of the Hamiltonian on test vectors. The kinetic energy
can then be accurately calculated by performing a Fourier transform of the wave
function along each dimension of the grid, multiplying with p? and transforming
back. These transformations are performed efficiently using the FFTW library. "
Periodic boundary conditions on the wave function are thus enforced, but since
most vibrational problems results in well-localized states that have zero wave func-
tion amplitude near the grid boundary these problems can also be treated. The
relative errors in the eigenvalues of the Harmonic oscillator (m = 1,V = ¢?), as a
function of the number of grid points and kinetic energy evaluation method, are
shown in Table Since the potential and wave function is represented on a
finite grid the “tails” of the wave functions are not properly described, but this
error is negligible for a large enough grid compared to the confinement of the po-
tential. For the calculations presented Table the grid consisted of N,; points
in the interval [—4,4], and this is the reason why the errors of the eigenvalues do
not improve significantly when going from Ny, = 20 to Np¢ = 50.

Since the total number of grid points increases exponentially with the number
of dimensions the approach is limited mainly by the amount of available memory.

231



232 Numerical calculation of vibrational wave functions

Table B.1. Relative errors of the first five calculated eigenvalues of the Harmonic
oscillator, using an Np¢-point grid. Exponents are given in parenthesis.

Fourier transform 5 point finite difference
State  Npt =10 Ny =20 Npe =50 Npy=10 Ny =20 Ny =50
1 8(-3) -2(-10) -7(-10) -2(-2) -1(-3) -3(-5)
2 -5(-3) 2(-9) 9(-9) -7(-2) -3(-3) -7(-5)
3 2(-2) -3(-8) -1(-7) -5(-2) -6(-3) -1(-4)
4 -5(-2) 3(-7) 1(-6) -2(-1) -1(-2) -3(-4)
5 1(-1) -3(-6) -9(-6) -4(-2) -2(-2) -4(-4)

However, another important problem is how the values of the potential V on the
grid points are obtained. It is often not feasible to calculate ab inito energies at
thousand or millions of grid points. Therefore we need an efficient interpolation
method, which works in arbitrary number of dimensions and can be used with a
scattered set of data points. Typical standard method, such as those implemented
in the MATLAB programming environment, require a separate implementation
for the case of one, two, tree, or more dimensional data. Furthermore methods
bases on splines may introduce ripples in the interpolating function, and produce
spurious minima outside the fitting point data set. We have therefore used a global
curvature minimization approach. The potential on the regular grid, V, is then
fitted to the scattered ab initio potential energy surface points, V(q_(k)), by solving
the minimization problem

mln /Z dgq +,uZ( V(g (k))) . (B.2)

The first term makes the PES curvature minimal and the additional condition of
the second term ensures that the fitting surface reproduces the true PES at the
given points. An exact fit is obtained as u — oo, but in practice the second term
is evaluated through linear interpolation and therefore a large but finite p value is
used. The second derivatives in the first term are evaluated through a three point
finite difference approximation during the fitting, and the integral is approximated
by a sum over all points in the interior of the grid. The minimization problem
is then reduced to a sparse least square problem that can be solved using stan-
dard techniques (the non-symmetric conjugate-gradient method). The advantages
of this approach are that it is simple to implement, generalizes immediately to
arbitrary number of dimensions, and produces ripple-free extrapolation without
spurious minima outside the set of fitting points.

82V

B.1 Coordinate transformations for molecular vi-
brations

Since the full number of vibrational coordinates cannot be treated as coupled,
for anything else than very small molecules, we need a way of separating the full
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vibrational Hamiltonian. Starting from the Cartesian coordinates of the n nuclei,

€
o= " 1. (B.3)
o
and the corresponding mass tensor M = diag(my,mi, my,...,my,), we can write
the Hamiltonian for the @) vector as
H= %PTM*P +V(Q), (B.4)

where P = M Q. We can now in principle change to any other coordinate system,
in order to exactly or approximately separate V', using a canonical transformation.
However, the quantum mechanical treatment is greatly simplified for the case of
linear transformations ¢ = AQ. The problem with general transformations of
this kind is that it introduces cross-derivatives in the kinetic energy part of the
Hamiltonian, and therefore it is convenient to introduce so-called mass weighted
coordinates § = M'/2Q. The Hamiltonian then becomes

1
H=2pp+ V(M~?q), (B.5)

with p = §. We can then apply any unitary linear transformation § = Ug, to
transform the potential energy into its most convenient form. In the harmonic
approximation, the problem can be solved exactly by diagonalizing the PES Hes-
sian using a suitable U. On the other hand, it might be known, for example from
symmetry arguments, that the nuclear motion will take place along some coor-
dinate defined by Q = si + Qo. The @ vector in this case is a constant nuclear
displacement vector of the vibrational mode in question. By inserting this into the
original Hamiltonian, we obtain a mass, m, for the s coordinate to be m, = M.
With this in mind, it is possible to directly write down the Hamiltonian for this
vibrational mode, without going through the algebra above.
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